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Abstract. The article briefly analyzes the scientific and pedagogical activity of V.P. 
Shyrochyn in the context of universality of the philosophy of knowledge presented in his 
works. 

Keywords:intellect, pedagogy, psychology, cognition 
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SemenShyrochyn 
 

PHILOSOPHY OF KNOWLEDGE IN SCIENTIFIC  
AND PEDAGOGICAL ACTIVITY OF V.P. SHYROCHYN 

 

Holding a conference of Valery Shyrochyn's memory emphasizes importance of 
researching of his approach to knowledge and their formation. 

In Valery Shyrochyn’s works knowledge is the most important tool for 
conscious perception of the world around us. Knowledge basecreatesthe platform for 
the conscious analysis of information from sensory systems, for understanding 
imagesand recognizing patterns. Knowledge base creates the power of the ability of 
conscious decision-making. Knowledge allows you to get rid of fear, because a person 
is afraid of what he does not know. The accumulation and transfer of knowledge is the 
most important task of any man.  

The set of knowledge for each person is unique, as well as his life experience, 
so it determines not only the behavior, but also the very ability to perceive, notice and 
distinguish information from sensory systems. 

The accumulation of a large amount of information boosts opportunities of its 
analysis and search for dependencies and regularities. The knowledge in different 
spheres of life is transformed to the unifying system, where boundaries between 
disciplines disappear. Analysis of a large amount of information inevitably leads to 
finding common patterns, characteristic techniques, laws of nature and human 
behavior. 

In his works, Valery Shyrochyn simulates the work of the human intellect, 
presenting it in the form of a supercomputer design.That leads to models of the work 
of various components of human thinking, presented in technical and engineering 
terms.Future trends in the development of intellectual systems will inevitably borrow 
the mechanisms existing in living organisms.The relevance of this approach is 
confirmed by the existence of international conferences on this topic. 

Keywords: intellect, pedagogy, psychology, cognition 
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The paper is devoted to consideration of the main tendencies of development of 

modern generative adversarial networks (GAN) and directions of their practical 
applications. Some featuresof creating such networks for improving the quality of 
images obtained by X-ray and computer tomography are presented. Due to the 
modification of the loss function due to the consideration of the competition 
component, the problem of improving the clarity of the image is preserved with the 
preservation of important details. 

Keywords: Generative Adversarial Neural Network, Discriminator, Generator, 
Loss Function. 
Fig.: 3.  Bibl.: 11. 
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STUDENT E-MAIL AND DATA  
STORAGE BASED ON CLOUD TECHNOLOGIES 
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D. M. Obozniy,  
K. V. Poshtatskaya,  

A. M. Volokita,  
H. M. Loutskii  

 
STUDENT E-MAIL  

AND DATA STORAGE BASED ON CLOUD TECHNOLOGIES 
 

Relevance of research topic. The world's leading scientific centers have a wide 
range of communication opportunities between students, researchers and staff. The 
introduction of new quality standards around the world allows you to check your 
mailbox, or share a file with a mobile phone from anywhere on the planet. A 
convenient interface and access from any device is also an important part of the 
service that provides such communication. 

Target setting. Several systems were deployed based on the university that 
provided different needs, but were separated from each other (general university post 
and KPI electronic campus). In addition, there was no convenient registration for the 
user. All this contributed to finding solutions that could be useful to the student and 
provide access to information in one place. 

Actual scientific researches and issues analysis. Universities around the 
world were looking for the best service to meet the needs of students. Microsoft Office 
365 cloud service technologies have been implemented at various universities abroad 
(MIT, Harvard, Moscow State University, etc.) and in Ukraine (KNEU, DonNU V. 
Stus, NTU "KPI", etc.). . This service was available under the Microsoft A1 license. 

Uninvestigated parts of general matters defining. Despite the widespread use 
of Microsoft Office 365 cloud technologies among universities around the world, the 
problem of user-friendly and understandable user interface is not sufficiently explored. 

The research objective. The main goal of Microsoft technology implementation 
is to provide the most convenient and understandable service for the exchange of data of 
students and faculty members of the department. 

 Conclusions. The process of introduction of cloud technologies for data 
exchange among students and faculty of the department is demonstrated in the work. It 
is evident that the service satisfies the needs of students and teachers. Despite the fact 
that the project is in test mode, it uses 789 users, among which about 100 active ones. 
The total amount of cloud data storage used is over 1TB. 

Keywords: Microsoft Office 365, cloud service, information security. 
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ADIGITAL SIGNATURE ALGORITHM  
BASEDON POLINOMIAL ARIFMETIC SOFGALO ISFIELDS 

 

Based on the cyclic properties of the exponential operation on the Galois fields, 
a new method for forming a digital signature is proposed. The constructivity of the 
proposed method is proved. It is theoretically and experimentally proved that the 
proposed method allows to accelerate the formation and verification of a digital 
signature in comparison with known methods. 

Key words: digital signature, Galois fields, data protection, irreversible 
transformations. 
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O. Markovskyi, O. Serbin 
 

A DIGITAL SIGNATURE ALGORITHM BASED  
ON POLINOMIAL ARIFMETICS OF GALOIS FIELDS 

 

Relevance of the topic. In many spheres of human activity, in particular in the 
banking sector, there is a transition from the paper form of documents to digital, which 
greatly increases the efficiency of their processing. A prerequisite for the qualitative 
interaction of the parties with the participation of digital documents is the application of 
effective mechanisms for controlling their integrity and authorship. A key role among these 
mechanisms is taken by the schemes for the formation and verification of digital signatures. 

Target setting. With the advent and development of cloud technologies, a wide 
range of users gain access to large volumes of computing resources that can be 
exploited by malicious people to break the existing algorithms of digital signature. The 
potential of cloud technologies indirectly affects the reduction of cryptographic 
stability of existing algorithms and violates the balance of power in the world of 
information security; this requires finding adequate solutions for improving existing 
cryptographic methods, including digital signature technology. 

Actual scientific researches and issues analysis. Since the first publication of 
the digital signature algorithm, many options have been developed. The most 
commonly used algorithms are based on RSA, El Gamal and DSA. They are also the 
most researched and are considered to be cryptographic resistant. These algorithms are 
widely used and adopted as state standards in many countries around the world. 

Uninvestigated parts of general matters defining. With the passage of time 
and the advancement of computer technology, the need to improve the level of security 
of algorithms is also increasing. The level of security for this class of algorithms can 
only be improved by increasing the length of the operands. This leads to exponential 
growth of computing complexity and, in turn, to significant increase in the 
implementation time, that violates the time standards of network protection protocols. 

The research objective. The objective is to increase the speed of the formation 
of a digital signature by using an alternative mathematical basis - finite Galois fields. 

The statement of basic materials. A digital signature scheme is proposed, which is 
based on the use of cyclic properties of the exponential operation in Galois fields and 
knowledge of the period of repetition of certain numbers in Galois fields, if known 
polynomials on which the generating polynomial of a field is decomposed. The main 
advantage of the proposed scheme of a digital signature is that the use of exponentiation in 
the fields of Galois, in contrast to the modular exponentiation, can significantly accelerate 
the execution time of the programs and simplify the hardware implementation. 

Conclusion. The possibilities of using irreversible transformations in Galois fields to 
create effective mechanisms for the formation of a digital signature are explored. Based on 
the obtained theoretical results the method of digital signature creation is proposed. Due to 
the fact that these operations are performed 1-2 orders faster than multiplicative operations 
of modular arithmetic, which are the basis of known methods for controlling the integrity 
and authenticity of data, the use of the proposed method allows to significantly accelerate 
the process of forming a digital signature. 

Key words: digital signature, Galois fields, data protection, irreversible 
transformations. 
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METHODS OF SCHEDULING FOR CHECKING  
THE RESULTS OF VOLUNTEER COMPUTING FOR REAL-TIME TASKS. 

 

       
  ,       

       earliestdeadlinefirst, 
       . 

 :  ,  , , 
 ,  . 

.: 1. .: 10. 
The article presents a method for planning the verification of the results of 

volunteer distributed computing, which, by estimating the amount of rechecks based 
on a scoring model with a planning algorithm earliest  deadline first, it allows you to 
use volunteer calculations for real-time tasks. 

Key words:volunteer computing, task scheduler, scoring, grid system, real-
time. 
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Marych Volodymyr,  
Volokyta Artem 

 
METHODS OF SCHEDULING FOR CHECKING THE RESULTS OF 

VOLUNTEER COMPUTING FOR REAL-TIME TASKS. 
 

Relevance of research topic. Every year, the amount and complexity of 
computing tasks monotonously increases, the capabilities of personal computers are 
not enough, and so many people turn to companies that have supercomputers, or 
calculate their tasks in the clouds. These services are very expensive. Therefore, 
in recent times, voluntary distributed computing systems are becoming 
increasingly popular. A good example of such a software system is BOINC. 

Target setting. In the organization of distributed computing on the basis of 
original network computers, there may be security threats to performing 
computational processes, namely, hardware failure or unauthorized intruder 
actions. Resource agents and time calculations are limited. Therefore, there is a 
question of assessing the extent of verifying the results. 

Actual scientific researches and issues analysis. Over the past years there are 
more articles devoted to it problems optimize sample checks to ensure the reliability 
of grid systems, in which some unreliable nodes (saboteurs) can perform attacks on 
systems. 

Uninvestigated parts of general matters defining. Based on the shortcomings 
of voluntary distributed computing structure, namely the possibilities of discrediting 
the results from intruders, and agents of limited resources, the question arises about 
how to plan the results check. 

The research objective. Create a method of planning real-time volunteer 
results checking, which includes determining amount of rechecks and their order. 

The statement of basic materials. The analysis of the multiagent system is 
carried out. The vulnerable aspects of this model were identified. A method 
for scheduling a results check based on the scorecard model and EDF algorithm is 
described. The main factors that influence the amount of the result check and the 
calculation of the priority are considered. 

Conclusions. After analyzing the vulnerability of voluntary computing, a 
method for planning the verification of the results of computations in real time was 
developed. 
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The article describes a cyberattack script based on encrypted viruses. As a result 
of the scenario, most cyberattacks can be classified into information systems. 

Keywords:cyberattack, information systems, computer virus, life cycle, 
encryptor. 
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  admin $ ( . 5)  PsExec.exe     
 ,   wmic.exe      

Windows [2].          
Windows,         .   

     «SMB EternalBlue»  «EternalRomance», 
      TCP- . 

 

 
 

. 5.    Windows admin $ 
 

        
«C:\Windows\perfc».   ,     (   

   ).     . 
’          -

: 
• 0x2E214B44 - «avp.exe» – it’s Kaspersky AntiVirus - Kaspersky Internet 

Security; 
• 0x6403527E - «ccSvcHst.exe» – Symantec Service Framework; 
• 0x651B3005 - «NS.exe» – Norton Security. 

       .  
          

 . 
 2 « ».        

 CryptGenRandom,     . 
     -  ,   

     .  
   MFT(   ) , - 

  ,          
  NTFS.    MFT  

 : 
•   0 20. 
•    MFT. 
• EncryptionKey    . 
•   EncryptionKey   . 
•  0 20   . 
•   0 21. 
•    EncryptionKey + . 
•   0 21   . 
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.cs .ctl .dbf .disk .djvu .doc .docx .dwg .eml .fdb .gz .h .hdd .kdbx .mail .mdb .msg .nrg .ora 
.ost .ova .ovf .pdf .php .pmf .ppt .pptx .pst .pvi .py .pyc .rar .rtf .sln .sql .tar .vbox .vbs .vcb 
.vdi .vfd .vmc .vmdk .vmsd .vmx .vsdx .vsv .work .xls .xlsx .xvd .zip.  
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«NetServerEnum», «WNetEnumResource», «DhcpEnumSubnets», 
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Inna Stetsenko, Dmytro Ohorodnykov  
 

MODELING SCENARIO OF CYBERATTACK BASED  
ON “PETYA”,  “NOTPETYA” ATTACK 

 

Target settings. Illegal actions aimed at violating the safety of an individual, a 
society or a state, methods used to relate material objects-obtaining unauthorized 
access, altering or breaking the integrity of information to gain an advantage in solving 
political economic or social problems are now defined as cyberterrorism. In 
consequence, the actual task to prevent attacks is to simulate the steps of actions that 
are performed at the attack. 

Actual scientific researches and issues analysis. With the tendency of 
increasing the amount of information in the Internet network, the protection of 
information from unauthorized persons became a very topical issue. There are many 
articles that describe the specific attacks that vulnerabilities use, what they do with the 
information after a successful access to it, but the overall picture of the attack 
scenarios is not described. 

Uninvestigated parts of general matters defining.There are no issues in the 
schema that describes the life cycle of attacks from attempted damage to successful 
lesion and data manipulation. 

The research objective. The purpose of the study is to create a cyberattack 
script based on the popular Petya and NotPetya encryption viruses. 

The statement of basic materials. The life cycle of the cyberattack's 
"Notpetya" was studied, on the basis of which a cyberattack script was created, by type 
of virus encryption-extortionists. 

Conclusions. Was created the classification scheme of cyber attacks, attacks 
were divided into classes, simulated cyberattack life cycle, created cyberattack scene. 
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The script for cyberattacks consists of the following steps: 
• Attack on the device. An attempt by third-party software to access an attack 

object. In case of success, the next stage is fulfilled. In the event of a failure, the 
attempt is repeated by another method or another device. 

• Infection. Unhindered launch of a malicious script or program on your device. 
Defeat the network and execute commands to obtain superuser privileges. 

• Hiding traces of infection (depending on the types of attacks). Hiding traces of 
device damage to successfully execute malicious code. Hiding code from security / 
antivirus software. 

• Fulfilling the malicious code (manipulation with data). Run the script and 
execute the target attack target. Data encryption, copying, deletion. Installation of 
auxiliary channels for the spread of infection. 

• Removing traces of stay. (depends on the types of attacks). Obtaining the 
result from an attack, deleting logs and information from system logs, removing 
suspicious files. 

• Distribution. (depends on the types of attacks). Distribution of attack on the 
network through established channels of transmission. Create a botnet network. 
Distribution of spam emails and messages with a link to a virus file. 

Detection of malware on a computer device does not provide an opportunity to 
determine the ultimate goal of the attacker. The models of cyberattack scenarios 
represent not only the vulnerabilities of the information system that use 
cybercriminals, but also determine the sequence of actions aimed at achieving the 
ultimate goal.  

In the subsequent model scenario, cyberattacks should be implemented 
withtaking into account the current time, which will give an opportunity to estimate 
the time. Distribution of cyberattacks in distributed information system. 

Keywords:cyberattack, information systems, computer virus, life cycle, 
encryptor. 
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The article deals with the problem of data security threats that is managed by 

applications and services running on cloud systems, as well as data that is directly 
stored in cloud storage repositories. In the scope of this article the main types of 
threats and recommendations for their minimization are described. 

Key words: cloud systems, data compromise, IT-infrastructure, cyberattack. 
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Ostapchenko Konstantin 

 
SECURITY THREATS IN CLOUD SYSTEMS  

AND WAYS OF THEIR DESTRUCTION 
 

Relevance of research topic. Considering how cloud systems become more 
common every day, the data security issues that is stored on them become more actual. 
More and more people use services such as Google Drive, Dropbox, Amazon Drive, 
Microsoft OneDrive and others to save and access their files in an easy way. However, 
more and more information about the precedents of theft of personal data and files 
stored in cloud-based systems appears every day, one of which is the attack on the 
Tesla account in the Amazon Web Services cloud. Such cases make it doubt the safety 
of cloud systems. 

Formulation of the problem. Cloud providers, among which there are such 
global IT giants as Google, Microsoft and Amazon, create their systems very 
affordable for both the ordinary user and the multinational corporation. And the huge 
amount of data stored in cloud systems makes them an attractive target for hackers. 
This article discusses the five most common security threats that an end-user may face 
when storing data on a cloud, or host software applications on it. 

Analysis of recent research and publications. Due to the growing number of 
cases of data loss in cloud systems, more research in this area and scientific 
publications are emerging. In particular, the Cloud Security Alliance (CSA), a 
nonprofit organization dedicated to promoting best practices in developing security 
systems at all levels of the IT infrastructure, takes on the leading role in such research. 

Selection of unexplored parts of the general problem. This article is devoted 
to the study and analysis of the most common security threats in cloud systems. The 
research focuses on the study of threats and ways to avoid them. 

Setting objectives. Identify the most common types of threats and describe 
how to protect your data. 

Presentation of the main material. The analysis and definition of the 5 most 
common security threats in the clouds were conducted, as well as methods and tools 
for their elimination. 

Conclusions. Modern cloud systems are a new stage in the development of IT 
infrastructure and are now gradually replacing older generations of storage and hosting 
systems from the market by providing users with instant access to a wide range of 
resources and applications. But it's important to remember that all cloud providers 
have vulnerabilities and potential threats to users. However, these threats can be 
minimized by following the above recommendations. 

Key words: cloud systems, data compromise, IT-infrastructure, cyberattack. 
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The article describes the problem of data security used by devices in IoT 
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Trotsenko Vladyslav, Ostapchenko Konstantin 
 

SECURITY MEASURES IN IOT SYSTEMS 
 

Relevance of research topic. Recently, more and more systems of the Internet are 
integrated into the environment of our everyday life, which involves the exchange of 
data through the devices of these systems. With the increase in the amount of data 
transmitted and processed in such a system raises the issue of security access to them. 
The purpose of this study is to present a set of Internet safety principles (IoT), rules for 
developing Internet things to achieve a high level of security and best practices for 
such developments that can be used as the basis for future standards and certificates. 
Most of these rules can be applied to any device with an Internet connection; 
However, this article focuses on security and privacy practices for IT. 

Formulation of the problem. Some manufacturers produce and sell IoT devices 
that do not have a sufficient set of security features. This leads to serious damage, both 
economic and moral, to specific individuals and organizations that use the IoT system. 
The latest example is video recorders and IP cameras now mentioned by XiongMai 
Technologies. Because IoT devices are becoming popular, if you do not take certain 
measures to protect these devices, the scale of the damage done in the future may be 
even greater. 

Analysis of recent research and publications. The rapid development and spread 
of IoT technologies and systems developed on their basis has raised many questions 
about the security of the functioning of such systems. In this regard, organizations that 
develop world-class standards for the quality of software and hardware, such as IEEE, 
have been conducting a lot of research in this area and publishing them. 

Selection of unexplored parts of the general problem. This article provides 
general principles for the design and development of IoT systems and devices with a 
high level of security and security of data exchange that occurs in such systems. 

Setting objectives. At the moment, since various precautionary measures are due to 
the specifics of the scope and are defined in different conditions in different ways, it is 
impossible to define a set of universal rules for the security of the IoT. However, it is 
important to describe a set of general principles and best practices for security and 
privacy measures in the development and integration of IoT systems. 

Presentation of the main material. Within the framework of this article a set of 
recommendations for ensuring a high level of safety of IoT systems grouped by 
appointment is proposed. 

Conclusions. In this paper, a set of general principles on which modern IoT devices 
and systems should be built are considered.. Following these recommendations, 
developers and vendors of IoT products minimize both the economic and reputational 
risks associated with the safety of their products. 

Key words: Internet of things, multifactor authentication, data encryption, dynamic 
testing. 
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The paper deals with the issues the major errors of beginning and experienced 

web-developers when working with authentication systems. The bugs discussed are 
relevant to all programming languages, although the paper deals focuses on the 
language of JavaScript and its libraries. 

Key words: authentication, web-application, JavaScript, data protection 
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Podtopa Serhii  
 

ERRORS IN WORK WITH WEB SYSTEMS AUTHENTICATION 
 

Relevance of the research. Due to the active development of the web-industry, 
there is a growing need for high-quality authentication systems for web-resources. The 
article itself will be relevant to JS developers, but the errors mentioned in it often 
found on other platforms as well. 

Target setting.  The lack of comparative studies on selection of a parallelism 
degree of granularity to solve specific mathematical problems that require significant 
computation, and tools that implement parallelism. 

Actual scientific researches and issues analysis. Despite the large number of 
works devoted to the issue of authentication and data protection in general, the 
problem of working with web-system authentication systems remains poorly 
researched. 

The research objective. The purpose of this study is to identify the main errors 
in working with web-authentication systems. The article will focus on the most 
common mistakes and avoid them when creating their own authentication system or 
using an existing one. 

The statement of basic materials. The four main errors that occur when 
working with the authentication system identified. Examples of the occurrence of these 
errors and the ways of avoiding them are given. 

Conclusions. Authentication is a difficult task. If you are a beginner developer, 
do not trust the tutorials. Copying the code from such materials can often lead to 
problems in the field of web-authentication. 

Key words: authentication, web-application, JavaScript, data protection. 
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This article discusses how to increase the security of a computing node using 

standard operating system tools – local security policies, in particular audit policies. 
The security log records all events defined by audit policies that are specified for each 
object separately. 

Keywords: local security policies, security events log, audit. 
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The article discusses about the main vulnerabilities of security and privacy of 

information on web services associated with the use of popular JavaScript libraries. 
Particular attention is paid to vulnerabilities that lead to the leak of user information. 
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VULNERABILITIES OF SAFETY AND CONFIDENTIALITY  

OF INFORMATION WHEN USING POPULAR JAVASCRIPT LIBRARIES 
 

Relevance of the research. When developing many web-services use third-
party libraries, which does not always guarantee that the methods implemented in 
them will be completely safe for use 

Target setting. When working with third-party libraries, the resource developer 
may not be aware of vulnerabilities that contain certain methods of the library used. 

Actual scientific researches and issues analysis. When investigating a large 
number of web-services, it has been found that most of them contain vulnerabilities 
associated with the use of popular libraries. 

The research objective. The purpose of this study is to identify the most 
prominent security vulnerabilities, libraries that provide them, and methods for 
preventing these vulnerabilities. 

The statement of basic materials. At the moment, the development of 
JavaScript tools is not possible without the use of at least one of the thousands of 
available open source JavaScript libraries.  

However, these benefits are risky, because JavaScript libraries may have 
security vulnerabilities. 

Conclusions. Finding and detecting vulnerabilities in web services using 
JavaScript is a daunting task because third-party libraries are often involved in 
development. However, there are tools that can simplify and automate the process of 
finding and correcting vulnerabilities in the project. 

Key words: data protection, web-service, JavaScript, security vulnerability. 
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In paper an approach for increasing effectiveness of organization of multi-level 

hash-memory for rapid retrieval by key. Upper level of such hash-memory is retrieval 
buffer in cash memory unit and low level is in main memory. The peculiarities of 
researched hash-memory organization cocsist of near-permanent characters of key 
array. It means that intensively of retrieval operation by few order is height in 
compare to operations connected with key change.  The probabilistic model of hash-
searching in near-permanent keys arrays which are storages in two-level memory has 
been developed. On the base of this model the effectiveness organization of hash-
access to information has been proposed. It has been shown that proposed hash-access 
organization requires  ensure no more then one access to slow low-level memory.     

Key words:  hash-memory, hash-retrieval, addressing collign.   
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EFFECTIVENESS  MULTI-LEVEL HASH-MEMORY ORGANIZATION 
 

Acute problem. The Hash function is considered to be the traditional technique 
for the distribution of keys in an unstructured memory, providing direct access. While 
the ideal condition would be that one and only one key corresponds to a certain 
address, in practice, during the use of common algorithms of Hashing, this condition is 
not fulfilled. There are occasions where different keys correspond to the same address. 
This situation is called a collision. Collisions can be deal with using a variety of 
methods. Common characteristic for all these methods is the reduction of the speed at 
which information can be searched in the memory, along with an increase in memory 
requirements.  

Target setting. The ability to search quickly for information is considered a 
major problem in a wide area of applications, like searching information systems. 
Hashing as a method of searching for information has existed for many years, but in 
the above mentioned method the problem of collisions is an inhibitory factor in 
practical applications.  

One of the most effective methods for resolving the problems of collisions, for 
constant number of keys is the function "Hash transformation, free of collisions", 
which is called Perfect Hashing Boolean Function. 

From the above table we can conclude that in the field of searching, a Hash 
algorithm based method proves the relation between the Hash Function and the 
forming of the Hash address bits is a linear function of the key bits.  

Actual scientific researches and issues analysis. The negative aspects of the 
Perfect Hash Function are considered to be the following: 
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a) The use only of constant (not varied) number of keys. 
b) The fact that the process for searching the Perfect Hash function for a given 

number of keys demands useful time. Recently several of algorithms for searching 
Perfect Hash Functions have been proposed [9-21]. All these algorithms use, more or 
less, the force attack searching method to define the subset G (which includes all the 
Perfect Hash Functions), from the set of all the possible Hash transformations. The 
effectiveness of these algorithms is determined from the rate of settlement of 
accommodation in fulfilling the following conditions: 

 The algorithm should obtain the Perfect Hash Function (or the Minimum 
Hash Function) for any number of keys. That means requires force attack searching in 
the determinate subset G, in which are included all the Perfect Hash Functions. 

 The number of functions of the subset G, in which force attack searching is 
executed, should be the smallest one. 

 The time required to calculate the Hash Function should be the least 
possible. 

 We consider in advance that we must have the highest possibility that the 
Hash Function does not collide for a given set of keys. 

Uninvestigated parts of general matters defining. The algorithm that is 
mentioned in study and which is considered to be one of the most effective, ensures 
the searching time of the Minimum Perfect Hash Function is proportional to m, where 
m=number of keys which must be distributed in memory. 

The research objective. The fractional use of Hash Function for the forming of 
bits, in practice, does not cause any changes in the expected results.  Having as initial 
state the aforementioned theoretical research we can form a practical method for the 
design of both a Minimum and not a Minimum Perfect Hash Function, while being 
able at any time to create the software in Assembly code. 

The statement of basic materials. In paper an approach for increasing 
effectiveness of organization of multi-level hash-memory for rapid retrieval by key. 
Upper level of such hash-memory is retrieval buffer in cash memory unit and low level 
is in main memory. The peculiarities of researched hash-memory organization cocsist 
of near-permanent characters of key array. It means that intensively of retrieval 
operation by few order is height in compare to operations connected with key change.  
The probabilistic model of hash-searching in near-permanent keys arrays which are 
storages in two-level memory has been developed. On the base of this model the 
effectiveness organization of hash-access to information has been proposed. It has 
been shown that proposed hash-access organization requires  ensure no more then one 
access to slow low-level memory.       

Conclusions. In paper the new hash-searching organization has been proposed.  
The essence of this organization consist of  using multi hash addressing  for several 
key. It is allowed to remove the grouping keys in hash memory.  The procedures of 
recording keys into the hash-memory and key searching been developed. The 
experimental evaluation of average of memory access for key recording and key 
searching has been obtained. 

Key words:  hash-memory, hash-retrieval, addressing collign.   
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In this paper new method for designing of Boolean balanced function that 

satisfies the Strict Avalanche Criterion (SAC) are presented.The advantage of the 
suggested method is the simplicity of realization and the significant greatest number of 
the generated functions compared to the known methods. The formalized procedure 
for construction balanced SAC-functions is described in detail. The nonlinearity of 
synthesized functions have been determined.  Examples of function design are given. 

Key-words: Cryptographic algorithms, Boolean functions, balance functions, 
SAC functions.  
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METHOD OF EVALUATING THE EFFECTIVENESS OF DISTRIBUTED 

COMPUTING SYSTEM TOOLS MONITORING 
 

         
 ,        

      ,  . 
 :   ,  , 

  . 
.: 1. 

In this article the importance of monitoring tools during work of distributed 
computer systems is analyzed, as well as a method of assessing the effectiveness of 
means of monitoring distributed computer systems based on the degree of single-
valued of the state of the analyzed system. 

Key words: monitoring of computing resources, emergency situations, 
effectiveness of the monitoring system. 

Fig .: 1. 
 
The relevance of those studies. In order to effectively use complex distributed 

systems, their reliability and adaptability must be maximized. 
Monitoring systems are the main mechanism of control, thus their constant 

improvement is one of the priority components in distributed systems development. 
Problem formulation. Distributed computer systems (DCS) monitoring 

provides both general information on the functioning of infrastructure, systems, 
services and users, as well as information about errors, unusual situations and 
"bottlenecks". 

Monitoring is a process of systematic or continuous data collection and 
operation about parameters of a complex object or a process. This information can be 
used in order to optimize the decision-making process, to inform the relevant persons 
or as a feedback tool. 

Analysis of recent scientific researches and issues. The most dynamically 
developing distributed systems include grid (global integration of computing and 
information resources in one computer infrastructure) and cloud computing (Internet 
services that provide user access to computer resources, platforms and software). 

The key to efficient and troubleproof systems operation is a high-quality 
monitoring system, that notifies about failures in a timely manner and gives a detailed 
overview of individual elements performance, which are objects of monitoring. 

Using the method of functional decomposition, the key parts can be identified, 
that are inherent in any monitoring system [1]: 

1) Subsystem of data collection - permanent or regular data collection of a 
system's components. It is possible to perform a surface data processing to detect any 
emergencies. 
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2) Storage subsystem - accumulation and storage of data collected by the data 
collection system. This includes tools for interacting with databases, stored 
information archiving, etc. 

3) Data analysis subsystem - solving tasks related to background monitoring, 
i.e. systematic long-term accumulation and analysis of data on the operation of objects 
(the collection of statistical data, the study of information by the accumulated system, 
the identification of regularities, etc.) 

4) Notification subsystem - notification of responsible persons about 
emergency situations occurring in the system. 

5) Output subsystem - displays information about the operation of the system 
and the results of checks in a user-friendly format. 

6) Subsystem of correction - the system performs certain actions to eliminate 
any occurred emergency situation. Based on the interaction with the data analysis 
subsystem, it selects and implements the appropriate actions in accordance with the 
type of a problem. 

These subsystems allow you to assess the performance of controlled objects and 
immediately respond to a variety of emergency situations. 

Specification of uninvestigated parts of general matters. Monitoring system 
of a distributed computer system is software designed to control the efficient and 
trouble-free operation of a system, as well as ensuring the safety of equipment and 
alerting the operator when emergencies arise. Current monitoring systems are able to 
ensure the safety of equipment, however, reducing the response time of the system to 
emergencies still remains an issue for large systems [2]. 

Problem Statement. An important area of monitoring systems appliance is the 
monitoring of DCS performance. Modern monitoring systems are still not able to 
detect the effectiveness of DCS usage [3]. However, it is possible to estimate the 
efficiency of available resources usage by monitoring performance of specific nodes 
and tasks. 

The statement of basic materials. Monitoring is a continuous or systematic 
process of collecting and processing information about status and parameters of 
complex process or object [4]. 

The most important monitoring task is emergency situations detecting. 
These can be power problems and other event that require immediate response to 
preserve hardware and to minimize damage. Notifications from the state monitoring 
sensors, that are processed by the monitoring system at the time of their arrival 
(passive monitoring), allow the system to rapidly react to emergency situation. 

If sensors have no possibility to notify about emergency situation occurrence, 
then a regular and active monitoring should be organized. 

Even large systems have a small number of sensors of infrastructure equipment, 
which allow to operate with a small data flow. 

The next task is to monitor the efficiency of the compute nodes and their 
components. Timely disconnection of a node with a malfunction increases the chances 
of recovering its operability in the shortest possible time. Reliability has an assigned 
key role, because late detection of a malfunction inside a node can lead to loss of its 
operability for a long time. Modern equipment has built-in protection against certain 
types of malfunctions. Usually, there are several sensors on each compute node. 
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Another task is to monitor the suitability of the compute nodes for a task. 
Considering the fact that in a same situation the problem is reduced to the loss of 
working time, verification can be carried out not periodically, but before every task 
launch. There are less of reliability requirements since this kind of situations leads to a 
failure or an extended task execution time, but does not lead to physical damages of 
the equipment. At the same time, the data volume spreads to several tens of sensors 
per compute node. 

The reliability requirements are set to produce performance monitoring. 
Performance monitoring is a tracking of various OS and hardware parameters in order 
to find what prevents executable program from achieving a better performance. The 
failure of this subsystem does not lead to any critical consequences, as the tasks keep 
executing, and the equipment does not suffer. However, there are inconveniences 
when debugging programs occur. 

The generalized view of a monitoring system architecture is shown in Fig. 1: 
 

 
 

Fig. 1 Architecture of the monitoring system 
 
The principle of interaction of the monitoring system with the analyzed system 

can be described in the form 
S =  O, P, L, M, ,  

where O is the set of objects of the analyzed system; P - set of properties of objects of 
the analyzed system; L - a set of interconnected objects, reflecting the dependencies of 
a stable state of themselves or the properties of each other; M - a set of sensors or 
methods for analyzing a monitoring system;  is a function that represents the presence 
of a certain object property: 

; 
 – function that represents the option of using a specific sensor or a method of 

analysis for monitoring the current property state of the object: 
. 

The degree of single-valued state of an analyzed system can be represented as 

,      (1) 

where are the properties of analyzed objects by a monitoring system (for which there 
exists ); - all properties of an analyzed system's objects (for which there 
exists ); w - the contribution of a property to an analyzed system 
functioning; - the number of objects that have property in an analyzed system. 
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– effectiveness evaluation of the correction subsystem element that performs control 
actions over a property . 

Therefore, L can not be greater than 1 and for each property in a monitoring 
system there is a method applicable for monitoring the state of this property. 

Conclusions.By using the described method, it is possible to evaluate the 
effectiveness of a monitoring system, as well as to identify the system's analyzed parts 
that are not well covered by sensors or correction means of the monitoring system. 
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ELECTRICAL SUPPLY AND METHODS OF ITS INCREASE 
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.:1. .: 1. .: 6. 
Experimental data regarding the fail intensity and recovery of a ~220W network 

is given. A methodology for evaluation the reliability of a network while using 
uninterruptible power supplies that allows for choosing the specified blocks with 
parameters that provide the required reliability level of a computer network is 
suggested. 

Keywords:reliability, failure intensity, power outage, recovery time. 
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13:7639  39:34887-3  65:52303  94:63397-27  124:77556 
14:8421  40:34981-10  66:52313  95:63492-156  125:78541 
15:8886  41:35321  67:52824-0,02  96:63946-25  126:79178 
16:9194-15  42:36352  68:53046  97:64007-80  127:79530-1
17:11714  43:37645  69:54946-140  98:64918  128:79530-1
18:12803  44:38155  70:55200-0,03*  99:66554-0,1  129:79530-1
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N:T-t  N:T-t  N:T-t  N:T-t  N:T-t
19:14300-0.1  45:38459  71:55200-0,03*  100:67268  130:80049-51
20:15240-25  46:38653  72:55200-0,03*  101:67776-0,02  131:80630-14
21:15281  47:40673  73:55200-0,03*  102:67824-0,02  132:81036 
22:16296-0.02  48:40705-1  74:55331-200  103:68849  133:81082 
23:17707  49:42995-1  75:55550  104:68968  134:81208 
24:18593-0.02  50:44185  76:55883  105:69725  135:81786 
25:21497  51:44376-20  77:56221  106:69761  136:82068 
26:21592  52:44798  78:56842-10  107:69840-1  137:82074-7
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RELIABILITY OF COMPUTER SYSTEMS  
ELECTRICAL SUPPLY AND METHODS OF ITS INCREASE 

 

Relevance of the research topic. When constructing highly reliable computer 
systems (CS) there emerges the problem of evaluation of their reliability, which 
mostly depends on the reliability of the power source (PS), namely the network. 
Trustworthy specification of a PS are required for these evaluations. 

Problem introduction. The absence of trustworthy specifications of the 
reliability of a PS makes it impossible to evaluate the reliability of CS and their 
optimizations with respect to the cost-reliability criteria. 

The analysis of recent research and publications. The data about the 
reliability of PS provided in articles and publications differs significantly by the order 
of multiple magnitudes and therefor cannot be considered as trustworthy. 

Determining the innovative part of the article. In this article the data 
concerning the fail intensity and the intensity of recovery in supplying the electricity 
with PS is given. 

Goal introduction. The purpose of this article is to derive trustworthy 
specifications of PS and their optimization with respect to the cost-reliability criteria. 

The essence.The data related to 140 network fails that was gathered during the 
analysis of a PS operation for 10 years is presented. This allowed to derive the 
intensity of failure as  = 0,00169 hour-1, time until a fail occurs as 0 = 593 hours, the 
recovery time as r = 0,585 hours and the recovery intensity as  = 1,71 hour-1. It is 
shows how this data can be used to evaluate the reliability of a CS and when choosing 
uninterruptible power sources. 

Keywords:reliability, failure intensity, power outage, recovery time. 
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MINIMIZEDHARDWAREFIRFILTERDESIGN 
 

    ,  -
     .     
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.         

     . 
 : ,  , .  

.: 3. .:1. .: 4. 
The development of the parallel finite impulse response filters for the FPGA 

implementation is considered. A new method consists in substituting the multipliers to 
the small coefficients to the constant coefficient multipliers, which store the multiplied 
values of these coefficients. Due to this, the filter hardware volume is minimized and 
its throughput is increased.  

Key words: FPGA, FIR filter, pipeline. 
Fig.: 3. Tabl.:1. Bibl.: 4. 
 

.     ( )  -
     .   

        
( ).  , ,    Xilinx   DSP48,   

      -    
.      '      

DSP48     .  ,  -
,    Xilinx Coregen   Spartan-6,  

  8  48 [1].  ,      
,        

,          ( ). 
    - ,     . 

        ( ),   
 ’   .     

  .        
  ,      DSP48 [2,3,4]. 

99ICSFTI2018Section 2. RT



       - ,  
    ,   .    

  ,     ,   
    . 

 - . - ,      
  Xilinx FPGA,     [1].  -

   ( )     k-   
 .1,     —  .1, .  xi, yi    

 , ,       
,        , .  

        -
        .  

 
 

. 1.   -  ( )     ( ) 
 

  -  n-     
 H(n).   -    ,  

    H1(nl),  H2(nm)   H3(nr) 
 , n = nl + nm + nr.    

  .2.      H1(nl)  H3(nr) 
 ,   H2(nm).     

,   .2  H2(nm),   DSP48,   
 —   . 

  ,       .2,   
   ,     

   .      , 
        ,  

    DSP48.  

 
 

. 2.    
 

     ,   , 
   .3.       

H1(nl)  H3(nr)   ,   ,   
  DSP48.        

…

…

…

xi

p0 pk

xi 2k 1

H(k) yi k

xi 2k 1xi

0

) )

100 ICSFTI2018 Section 2. RT



  .  ,  -    
nm  DSP48,     ,    n. 

 

 
 

. 3.    
 

 .    -   
 ,       

  n = 35, ,       
 16.        -

       [4],   
     '   .   , 

     ( . . 2, 3)     
,     . 

,   . 1-3    VHDL.   
     Xilinx Spartan-6.    -

       1.    
   Q, ,    18-  

 ,      DSP48,   200 . 
 1 

 -  
     

fC, M  
fC/Q 

  DSP48 Q 
,   

.1 
0 0 33 33 390 11.8

,   
.2 

772 1538 17 20,9 146 7.0

,  
.3 

914 1639 17 21,6 267 12.4

 
  ,        DSP48 

     fC    
   Q.     -

 fC,      .  -
       ,    

     fC/Q  . 
.      

      ,  
  .    ,    -

     ,      
,     .    
        , 

101ICSFTI2018Section 2. RT



      .  
   VHDL        

,  ,    Xilinx Coregen.  
 

   
 

1. Spartan-6 FPGA DSP48A1 Slice User Guide. UG389 (v1.2) / Xilinx Inc. /  
May 29, 2014. —46 p. 

2. Meyer-Baese. U. Digital Signal Processing with Field Programmable Gate 
Arrays. Springer, 4-th Ed. 2014. — 930 p. 

3. SergyienkoA. FIRfiltersoftcoregenerator / A. Sergyienko,V. Vasylienko,  
O. Maslennikow // PraceIVKonferencjiKrajowej „Reprogramowalneukladycyfrowe”, 
RUC’2001. –Szczecin, Poland. 2001. — . 167-172. 

4. Kumm M. Multiple Constant Multiplication Optimizations for Field 
Programmable Gate Arrays. Springer, 2016. — 206 p. 
 

   
 

   – ,   
,     «   
   ». 

Sergiyenko Anatoliy – associate professor, Department of Computer 
Engineering, National Technical University of Ukraine “Igor Sikorsky Kyiv 
Polytechnic Institute”. 

E-mail: aser@comsys.kpi.ua  
 

   – ,   , 
    «   

   ». 
Mustafa Rekar Quasim – student, Department of Computer Engineering, 

National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”. 
E-mail: safwan.h.qadir@gmail.com 
 

  – ,   -
  ’  ,   -
  «      ». 

Anastasia Anatoliivna Serhienko – student, Department of System Program-
ming and Application Specific Computer Systems, National Technical University  
of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”. 

E-mail: ananserr@gmail.com 
 
 
 
 
 
 
 
 

102 ICSFTI2018 Section 2. RT



Anatoliy Sergiyenko,  
Quadir Safwan Hussein,  

Anastasia Serhienko 
 

FINITE IMPULSE RESPONSE FILTERS WITH A MINIMIZED HARDWARE  
 

Relevance of research topic. Field programmable gate arrays (FPGAs) are 
widely used for the high-speed digital signal processing, in particular for the signal 
processing by the finite impulse response(FIR) filters. In order to increase the 
efficiency of the use of the FPGA configurable resources and reduce their energy 
consumption, it is necessary to introduce more perfect structures of the FIR filters. 

Problem consists in, one hand, large configurable resources of modern FPGAs, 
other hand, ineffective resource utilization in the filters which are configured in 
FPGAs using the usual methods. 

Analysis of recent research and publications. Implementation of the FIR 
filters in FPGA is usually based on the use of the multiplication blocks. At the same 
time, the rest of the programmable resources is used irrationally. 

Selection of unexplored parts of the general problem. This article is devoted 
to the study and implementation of the IIR filters in FPGAs. Such filters use both 
hardware multiplication blocks, and application specific multiplication blocks based 
on the configurable FPGA resources. 

Setting objectives. The goal is to improve the FIR filter structure and its 
multiplication blocks in order to increase the effectiveness of the FPGA resource 
utilization. 

Presentation of the main material. The modernization and improvement of 
the systolic structure of the digital FIR filter, which is implemented in the FPGA, is 
proposed. The modernization consists in the fact that universal hardware 
multiplication blocks, and constant coefficient multipliers are coexist in the structure. 
And the last multipliers are implemented on the basis of adders. The new filter 
structure provides both the optimal ratio of bandwidth to hardware costs and an 
increase in the maximum order of implemented filters. The resulting filters are 
described in VHDL and have approximately double the number of multiplication 
blocks than the filters generated by the Xilinx Coregen tool. 

Conclusions. The proposed structure of the FIR filter provides the optimal ratio 
of bandwidth to hardware costs, as well as increasing the maximum order of the filters 
implemented in FPGA. The resulting filters are described in VHDL and have 
approximately double the number of multiplication blocks than the filters generated by 
the Xilinx Coregen program. 

Key words: FPGA, FIR filter, pipeline. 
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ALGORITHM AND STRUCTURE  

OF THE SQUARE ROOT CALCULATOR IMPLEMENTED IN FPGA 
 

       
    .    
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 : ,  , CORDIC, .  
.: 3. .: 6. 

The development of the hardware units for the square root (SQRT) function 
calculations is considered, which is based on the CORDIC-like iterative algorithm. 
The proposed algorithm helps both to speed-up the SQRT function calculations and to 
minimize the hardware volume due to substituting some iterations by the look-up 
tables. The algorithm is intended for the SQRT function implementation in FPGA. 

Key words: FPGA, square root, CORDIC, pipeline.  
Fig.: 3. Bibl.: 6. 
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x[0] = x; y[0] = x; 
for(i = 0, i < n, i++) { 

t = x[i] + 2^(-i)*x[i]; 
 q = t + 2^(-i)*t; 
 if (q < 1) { 

x[i+1] = q;  
y[i+1] = y[i] + 2^(-i)*y[i];}// a[i]=1 

 else { 
x[i+1] = x[i]; 
y[i+1] = y[i];}// a[i]=0  
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1= 1 z2 = (1 + z)(1 z);        x = x (1 z).    (5) 
 z  1,  1 2(1 z);   x x 1/2 yn/2(1 – xn/2)/2.   

  yn = yn/2 + yn/2(1 – xn/2)/2     : 
x[0] = x; y[0] = x; 
for (i = 0; i < n/2; i++){ 

q = xi + 2
-i+1

*xi + 2
-2i

*xi; 
if (q < 1.0){ 
   xi+1 = u;  
   yi+1 = yi  + 2-i-1*yi; 
}else {                 
   xi+1 = xi ;  
   yi+1 = yi ; 
} 

} 
y = yi+1 + yi+1*(1.0 - xi+1)/2; 
 .     
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ALGORITHM AND STRUCTURE OF THE MODULE  
FOR THE  SQUARE ROOT CALCULATION IN FPGA 

 

Relevance of research topic. Field programmable gate array (FPGA) is a modern 
element base that is designed for high performance implementation of the application 
specific algorithms with the fixed-point numbers. Very often, such algorithms encounter 
the calculation of elementary functions. There is a shortage of device designs for 
calculating elementary functions in the FPGA and they need to be refined. 

The problem consists in the inbalance of the exisiting SQRT IP core 
parameters and the affordances of the FPGA system designers, as well as the modern 
FPGA features. 

Analysis of recent research and publications. Over the past few years, there 
are more articles devoted to high-performance modules for calculating elementary 
functions, but ready-made modules are inaccessible for the widespread use. Most of 
the modules calculate the square root using an inefficient CORDIC algorithm. 

Selection of unexplored parts of the general problem. This article is devoted 
to the study and implementation of a rare algorithm for calculating a square root of the 
iterative type in the FPGA. 

Objectives. The goal is to improve the iterative algorithm for calculating the 
square root, intended for configuring in the FPGA. 

Presentation of the main material. An improved iterative algorithm for 
calculating the square root function is proposed. The improvement is to reduce the 
difficulty of calculating the algorithm steps and to replace the last steps with the table 
calculations. This increases the speed of the calculation of the function more than twice. 

Conclusions. The proposed modified algorithm is distinguished by a minimized 
number of iterations. The algorithm is described in VHDL language and is intended 
for implementation in FPGA of any series. Its most effective implementation is when 
calculating the function of a square root with a floating point. 

Key words: FPGA, square root, pipeline, CORDIC. 
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MODELING THE ULTRASOUND WAVE  
PROPAGATION IN THE SOLID BODY BY THE HARDWARE 
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.: 3. .: 8. 

The improved ultrasound propagation wave modeling algorithm is proposed, which 
consists in representing the medium in the form of a system of the wave digital filters. The 
algorithm differs in that due to the implementation of the multichannel filters with the 
programmable delays, the simulation error of the sound propagation dispersion is decreased. 
The algorithm implementing in FPGA provides the modeling in real time. 

Key words: FPGA, sound dispersion, wave digital filter. 
Fig.: 3. Bibl.: 8. 
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HARDWARE MODELING  

OF ULTRASONIC WAVES EXPANSION IN SOLIDS 
 

Relevance of research topic. Numerical modeling of the physical phenomenon 
of the wave propagation is the basis of many studies and implementations at the fields 
of acoustics, ultrasound technology, and radio electronics. The hardware 
implementation of such a simulation allows us to significantly accelerate and improve 
the efficiency of devices that use the wave processes. The use of the field 
programmable logic arrays (FPGAs) to simulate the wave processes allows us to 
increase speed, reduce power consumption and increase the reliability of tools that use 
such simulation. 

The problem. The known methods and tools do not provide the real-time 
ultrasound wave expansion modeling. 

Analysis of recent research and publications. Over the past few years, there 
are more articles devoted to hardware sound propagation techniques, which tend to use 
systems based on graphic accelerators that perform parallel floating point calculations. 
Their drawbacks are high cost, high power consumption, and low reliability. 

Selection of unexplored parts of the main problem. This article is devoted to 
the study and analysis of the approach based on the digital waveguides implemented in 
FPGA. 

Objectives. The task is to create a method for designing the high-performance 
processors for modeling the acoustic phenomena in the application specific processor,  
configured in FPGA. 

Presentation of the main material. The advanced ultrasound propagation 
wave modeling algorithm, which consists in representing the medium in the form of a 
system of wave filters, is proposed. It differs in that the error of modeling of dispersion 
of the sound propagation is decreased due to the implementation of multichannel 
filters with the programmable delay. 

Conclusions. The modified method of digital waveguides for solid state 
modeling, which takes into account the dispersion of wave propagation, is proposed. 
An example of a solid bar model described on VHDL shows the performance of it. 

Key words: FPGA, sound dispersion, wave filter. 
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DEVELOPMENT OF A SYSTEM FOR AUTOMATIC FORECASTING 
IRRIGATION OF AGRICULTURAL CROPS USING MODULAR DEVICES 
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This paper concerns the task of smart using resources for big watering systems. 

Types of other existing devices used in watering systems are investigated. Evaluation 
criteria are defined. Developed the devices prototype responding the specified 
conditions. The text topic is assigned using a set of keywords. 

Key words: moisture transfer, irrigation forecasting, modularity, observing 
device, server 

Fig.: 5, Bibl.:8 
 
Target setting. Due to long-term intensive agricultural use of irrigated land, 

increased the diversity of agro-ecological conditions, changes in soil formation, 
ecological and land reclamation conditions, the economic problems of recent years 
have led to unsustainable scarcity of resources in irrigated agriculture and deterioration 
of the technical condition of irrigation systems. Effective and stable irrigation of a 
particular agricultural crop has become an actual topic in the recent years. 

Actual scientific researches and issues analysis. In connection to the invention 
of new more chipper devices and approaches in the modular electronics, the topic of 
forecasting irrigation using simple devices has become more studied in recent years. 

Uninvestigated parts of general matters defining. Despite a large number of 
works and devices devoted to the prediction of moisture reserves of the soil, the 
problem of creating system using a universal modular device collector and transmitter 
and server with forecasting was not considered. 

The research objective. The purpose of this paper is to develop alert system 
for forecasting irrigation using cheap universal modular devices and server data 
handler.As a solution, the article will focus on creating a model consists of universal 
device that periodically collect and send data to central server, which processes 
received data and informs users about irrigation forecast.  

The statement of basic materials. For efficient and stable irrigation of a 
particular agricultural crop, it is necessary to know the properties of soil and culture, to 
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identify and predict certain changes in the soil on which this crop is growing. Among 
the main properties of the soil is the ability to produce and contain the water needed 
for plants. Study of the quantitative patterns of moisture transfer in the soil involved 
by Voronin, Muromets and others. The table 1 shows the algorithm for forecasting 
irrigation. 

General model structure. The structure of the model is a simple automatic 
device (one or more devices could be) and server. Device has modular structure, so it 
consists of three parts – data collector, data transmitter that periodically send collected 
data and autonomous work module. Server has a data receiver, analyzer block, user 
interface part and database. Fig. 1 illustrates the principle of interaction between the 
device and the server. Fig. 2 illustrates device`s modularity.  

 

Periodic collection of
necessary data from the
place of observation and
sending it to the server

Receiving data by server
and user identification by

this message

Data analysis by the
server

Periodic analysis all saved
data

Sending message to users
it can be time to watering

or error message

Database

Creating a place of
observation in the

server
(input soil`s and plant`s

characteristics)

Creating a virtual sending
device on the server,
recording its main

characteristics in the
server database

Creating and installing a
real device in a place of

observation

Correct result

no

yes

 
 

Fig. 1. Structure of a system for forecasting  
irrigation of agricultural crops using ready simple device 
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de

 
 

Fig. 2 Device`s modularity (e –energy, d - data) 
 

Experiments. The device was created using Arduino as CPU, SIM800L as data 
transmitter and temperature and pressure sensors. Device named as tenso-meter. The 
figures depict the temperature graphs of the sensor located in the vacuum tube, which 
measures vacuum pressure. 

 
 

Fig. 3. Graph of the temperature sensor 
 

 
 

Fig.4. Graph of pressure sensor in the vacuum tube 
 

 
 

Fig.5. Result of analysis by the server 
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Having analyzed the data on the server using generalized the Stoic and other 
methods calculating water consumption for irrigated agricultural fields, which requires mid-
hour temperature, humidity, pressure difference between the vacuum tube and the 
atmosphere, common history all of it, we can get directions on the prediction of forecast soil 
moisture content. Setting into place properties in the server the physical and chemical 
properties of the soil and the biological properties of the agricultural crop, it is possible to 
predict the estimated time and the amount of water needed. From Figure 4 you can see that 
irrigation requires 2018-04-29 at 12:30 in the amount of 10mm in the observation place. 

Conclusions. The paper has demonstrated simple working system for forecasting 
irrigation. A simple modular-based observing device and server has been developed. It can 
be seen that the system produces qualitative results. The forecast is calculated up to five 
days. The system has no drawbacks to similar systems, such as the price of the device. Any 
disadvantages of the system are primarily due to the shortcomings of the device. It also 
would be interesting to test other types of device or methods of forecasting. 
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MODEL OF UNDERWATER VIABLE SYSTEM BASED  
ON ATMEGA328 MICROCONTROLLER ARDUINO UNO PLATFORM 
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The article presents the principle of motion, which can be applied to the model 

of the underwater viable system. The method of combining electrical elements to 
create a moving device (submarine) based on the Arduino platform is shown. The 
analysis of software implementation of the model is made, the "autopilot" function for 
this system is considered. The results of testing are presented. 

Key words: underwater viable system, fluctuations, Arduino Uno, Magnus 
effect, AUV. 

Fig.: 5. Bibl.: 14. 
 

  .    
[1], ,   ’    

 ( )[2], -      ,   
         

 .      , 
        

 ,     -
  Arduino.     -   

. ,   Arduino    .  
 .    ’   
  [3],       

 .       0,5-0,7,  
          

  [3,4].    ( )  
      ,      

  .   ,    
,    .      

.  ,        , 

119ICSFTI2018Section 2. RT



       .   
       (    

         )  
   ,   ,  
. 
    .    

 ’    ,    
 ,       -

   -    Arduino   
  .         
  . 

    .   
        

,   ,       . 
        ( ) 

       ,    
    (  « »). 

        ’  
( )          

    ATmega328  Arduino UNO 
(  ’  ). 

 .      -
    ,       

,         -
   . 

  .      
 .  –    ,   

  .      [5]. 
    ,      

[6],     ,     , 
      ,    ,  

   ,       
   .  « »  , , 

    800    .   
« »  ,     ,     .  

   « »   ( . 1),       
  ,     :     

 ,   (  )   , -  
    ,      
,     .    ,    
 ,    ,     , 

       . 
 

120 ICSFTI2018 Section 2. RT



 
 

. 1.    ,    ( ),  
  ,    ( ) 

 
     (    

),      .   
        ( . 2). 

 

 
 

. 2.         
 

   ,    ,  
 ,          1 ( .3, 
)   6 ( .3, ), ,       

,    ,       
 ,    .     

  ,         . 
 ,    ,   ,     

       (  ) 
        .    

121ICSFTI2018Section 2. RT



    :        
   (  )   . 

 

 
 

. 3.  ,      
 

,          
         [7].  

    ,       
    . 
     [8, 9]   

    « » .   , -
,      « »  « »,  -

  ’          
  .  
  « »  « »      

    [8,10, 11]     -
,    ,    . 

       – . 
      ’     

  « »  « ».      -
   Arduino IDE (      

   ). 
  -  ,   

 : 
)    ; 
)   ; 
) « »  « »       

 (     « »  « »); 
)   0,6-0,85. 

 Arduino     .  
       Arduino. Arduino –  

  ,   ,    

122 ICSFTI2018 Section 2. RT



Open Hardware ,        
     /    

 .   Arduino    
      C / C ++. Arduino     

   « » ,   
,   ,   - .  

  Arduino   ( ),     
/    UART  USB    ’ . 

    Arduino   Arduino Uno Rev-3.  -
      ,  

  . 
Arduino Uno Rev-3 –      ATmega328.   
         : 14  
/  (   6     - ), 6 

 ,    16 , ’  USB, ’  
, ’     (ICSP)   Reset.  

  flesh- ’  32  (ATmega328),   0.5  -
 . 

  Arduino Uno Rev-3     -
   Arduino Uno,      .  

         
   ,    .   

       , 
  Arduino Uno, -  SG90,   

 HC-SR501 ,       . 
 ,        

      ,     
  .  

       
. 

 

 
 

. 4.    (  ArduinoUno,  
  ,  SG-90,    

ICLM393,   DHT11,   HC-SR501) 

123ICSFTI2018Section 2. RT



      -
[12]  ,      ,  

    .   -
           

,    . 
 . 4   ’   .  ’   

   - , - ,   . 
   .   –  -

 ,        , 
         

  .      
     ,  -

  ,    « ». 
   ATmega328 ArduinoUno  

 ArduinoIDE, Programino, B4R, CodeBlocksforArduino   
.  

 ArduinoIDE       
:  ,  , ,    

Arduino,    .  
Programino –   .    
     ArduinoIDE.     

  AnalogPlotter,    ,  
  -   Arduino. AnalogPlotter   

    : , , 
 . 

  B4R  ,    Basic,   . 
      Arduino,  Codeblocks 

for Arduino.        ArduinoIDE 
   .    ,  

       ,    
  ,    ,  

 .  
       ArduinoIDE. 

       ,  
       [13].   

 ,     4-  : 
,  « »  « »  ( . 5),  

   .   
    ,   

 « »      
   ’ ,   

.        
    ,    
  [14]. 

        
  .      Servo.h, 

   ArduinoIDE.      ’  

 
. 5.   

  « » 

124 ICSFTI2018 Section 2. RT



   -    ArduinoUnoRev-3.   
 ,    « ’ » .     

  Servo.attach(number_of_pin). 
     (    IC LM393 

 HC-SR501)     .  
  HC-SR501     : H (   

          
    )  L ( ,  ,    

  ).         , 
    (Sensitivity Adjust)    (Time 

Delay Adjust).    ,    
 .   ArduinoIDE    (  

)         .  
  IC LM393     

.         2 
 30 .  ,     

.      Serial.begin()  
 ’    ’ . 

  DHT11     
DHT.h.         (  ) 

.         
   : dht.readHumidity(), dht.readTemperature().  

 .       
 . « - »      

,  ,   ’ ,   , 
     . 

.       ’  
( ),           

 –    –    ATmega328 
 ArduinoUno.     ’   -

    « »   « »  ,  
         . 

      Arduino  ,   
 .       . 

 
  

 

1.    [  ] –   
 : https://ru.wikipedia.org/wiki/ _ _ . (  

 18.04.2018) 
2.  . .,  . .,  . .   
:    / . .  . . — .: , 2005. — 

398 . — ISBN 5-02-033526-6. 
3.     [  ]. – 2010. –  

  : http://korabley.net/news/dvizhiteli_korablej_i_sudov/2010-04-
06-527. (   26.04.2018) 

4. Steven W. Underwater robotics: science, design & fabrication / W. Steven,  
B. Harry, J. Vickie. – Hong Kong: MATE Center, 2010. – 758 . 

5.  [  ] //   –  
  : http://www.animalsglobe.ru/skatyi/. (   17.04.2018) 

125ICSFTI2018Section 2. RT



6.  . .   / . . . – : , 
1986. – 176 . 

7.      [  ] –   
 : http://www.zoofirma.ru/knigi/zoologija-pozvonochnyh/3403-dvizhenija-

i-peremeschenija-u-ryb.html. (   18.04.2018) 
8.       [  
] –    : http://portaleco.ru/ekologija-ryb/sposoby-

peredvizhenija-ryb.html. (   18.04.2018) 
9.  . .      
 /   . – : , 2011. – 404 . 
10.Understanding Helicopter Automatic Flight Control Systems (AFCS) 

[  ] // Helicopter Maintenance. – 2014. –    : 
http://www.helicoptermaintenancemagazine.com/article/understanding-helicopter-
automatic-flight-control-systems-afcs. (   19.04.2018) 

11.       [  
] // Vortex Oscillation Technology Ltd. – 2018. –    : 

http://www.vortexosc.com/modules.php?name=Content&pa=showpage&pid=74. 
(   19.04.2018) 

12.  . .     ,      
     . [  ] /  . .. – 

2012. –    : http://vitanar.narod.ru/Delphin/Delphin.htm. (  
 22.04.2018) 

13.  . .     
 [  ] /  . .,  . . –   

 : www.tula.net/tgpu/resources/construct/index.html. (   
18.04.2018) 

14.  . .     [  ] / 
 . . // . – 1987. –    : 

http://www.shipmodeling.ru/books/NewTypeShips/newtypeships.pdf. (   
24.04.2018) 

 
   

 

   – , 4 ,   
  ,     

«      ». 
Danilenko Nataliia - student of the 4th year Faculty of Informatics and 

Computer Technology of the National Technical University of Ukraine “Igor Sikorsky 
Kyiv Polytechnic Institute”. 

E-mail: n.danilenko@hotmail.com 
 

   -    -
        

«      ». 
Simonenko Andrii - senior lecturerFaculty of Informatics and Computer 

Technology of the National Technical University of Ukraine “Igor Sikorsky Kyiv 
Polytechnic Institute”. 

E-mail: svp@comsys.ntu-kpi.kiev.ua 

126 ICSFTI2018 Section 2. RT



Danilenko Nataliia,  
SimonenkoAndrii 

 
MODEL OF UNDERWATER VIABLE SYSTEM BASED  

ON ATMEGA328 MICROCONTROLLER ARDUINO UNO PLATFORM 
 

Relevance of research topic. Creating a viable system model such as a small, 
non-intrusive, autonomous submarine (AUV) is a complex and time-consuming 
process since it is necessary to ensure the adaptability of such a system and take into 
account the many factors affecting the water environment. To accelerate the design 
and implementation of ideas, especially for the design of mechanical models with the 
use of appropriate software, Arduino hardware computing platform is increasingly 
being used. Its low cost and cross-platformism attract developers. So, with Arduino, 
you can create standalone devices. 

Formulation of the problem.Ensure greater smoothness of movements, speed, 
and maneuverability of a small-size underwater vehicle. Autopilot development. 
Ensuring system adaptability. 

Analysis of recent research and publications. Over the past two decades, there 
are more articles devoted to the modeling of underwater viable systems, in particular, due 
to the emergence of new technical tools for modeling and accessibility of the Arduino 
hardware platform and similar platforms. However, approaches to the implementation of 
submarine autonomous devices have not yet been sufficiently studied. 

Uninvestigated parts of general matters defining. This article is devoted to 
the study and analysis of the proposed underwater model of a viable system, in 
particular, the principle of motion, which can be applied to this model. The research 
focuses on the study of the mode of movement of underwater inhabitants (skate) and 
the feasibility of implementing this method in modeling the system, as well as on the 
creation of appropriate software (in particular, ‘autopilot’ function). 

Target setting. The task is to create an small, unattached autonomous 
underwater vehicle model as a viable system, the principle of which is based on 
complex fluctuations, and to ensure the adaptability of such a system and to take into 
account the factors of the influence of the water environment. 

The statement of basic materials. The study of the principle of movement of 
underwater inhabitants (skates) was carried out. Approaches are described for using 
this method of motion when creating an autonomous underwater vehicle model. The 
scheme of the combination of electric elements for the creation of a model of "skate" 
type is proposed. The principle of programming the Arduino platform for this model in 
various software environments is described. The test results of the model were 
satisfactory and foreseeable. 

Conclusions. As the implementation attempt showed, the creation of a 
submarine model as a viable system based on the Arduino platform is relatively 
simple. The results of hardware and software testing of the developed model are 
presented and their analysis is made.The article presents a method of motion for small, 
unattached autonomous underwater device, which is realized due to the 
implementation of complex oscillations. Deals method for combining electrical 
elements to create a moving device based on the Arduino Uno platform. The analysis 
of program implementation of the system is made, results of testing are given. 

Keywords: underwater viable system, fluctuations, Arduino Uno, Magnus 
effect, AUV. 
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BUILDING THE MODEL OF QUEUEING SYSTEM FOR  
PRODUCING RECOMMENDATIONS OF QUEUE CHOICE 
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This article describes the design of a queue monitoring system for multichannel 
queuing system (QS) with unlimited expectations. Within the framework of this article 
will be described the construction of the QS model for emulating the work of the ski 
resort and the creation of a system for issuing recommendations based on the 
characteristics and state of the created model. 

Key words: queuing system, queue, recommendation system, system model. 
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VLADISLAV PANIIVAN 
 

BUILDING THE MODEL OF QUEUEING SYSTEM  
FOR PRODUCING RECOMMENDATIONS OF QUEUE CHOICE 

 

Relevance of research topic. The problem of queue management is acute in all 
queueing systems. The purpose of this article is to describe the project of creating a 
human-control system for multichannel queueing systems. Examples of queueing 
systems that can be used by such a system include transport stations, shopping malls 
and shops, resorts and places of mass recreation, and any other queueing systems.  

Formulation of the problem. For today, the problem of queuing management 
in most queueing systems remains unresolved. The purpose of this article is to describe 
the project of creating a human-control system for multi-channel queueing systems 
with unlimited expectations. An example of such systems can be amusement parks or 
ski resorts. 

Analysis of recent research and publications. The options for managing 
queue problems vary considerably depending on the nature of the queueing system, so 
there is no single solution to this issue, but instead, over the years, many areas of 
queueing systems have been shaped by ambiguous practices to improve the queue 
situation. Most publications and researches on this topic deal with a narrow part of the 
issue and have a theoretical and informal character. 

Selection of unexplored parts of the general problem. Existing QS 
simulation systems are mainly designed to model the flow of production and 
processing of goods at enterprises and in some cases to simulate human flows, but the 
latter lack a number of critical parameters of the model, such as the location of the 
customer in relation to the goals and taking into account the time of moving 
customers, so they can not be used to create a system of recommendations. 

Setting the task. Within the framework of this article, the construction of the 
queueing model for emulating the work of the ski resort and the creation of a system 
for issuing recommendations based on the characteristics and state of the created 
model will be described. The main goal of the project is to minimize the waiting time 
between rides. 

Presentation of the main material. The article describes the main stages of 
creating a system model, its structure and work process. There were also described a 
model for issuing recommendations based on the created queueing model and options 
for improving the model. 

Conclusion. In this article, the construction of the queueing model is 
considered in order to emulate its work for issuing recommendations to the user, 
regarding the choice of the queue. In practice data in a similar system should be 
supplemented with data from external monitoring systems to create a more precise 
model. Also, the model may be complicated by additional parameters, such as 
input/output of people from the system, changing the time of descent depending on the 
skills of the skier,etc. Using such a system is not restricted to ski resorts and can be 
applied to any queueing system. 
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IMPLEMENTATION AND RESEARCH OF NEURAL  
NETWORKS OF DIRECT PROPAGATION ON FPGA 
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.: 1. .: 1. .: 16. 

This paper presents the results of FPGA implementation of directpropagation 
neuronal networks for the previously developed method of realization of nonlinear 
activation functions and artificial neurons implementation algorithms. The obtained 
results of the research, which are presented in the table, are FPGA source, error and 
speed. 

Key words: neural network, activation function, FPGA, VHDL. 
Fig.: 1. Tabl.:1. Bibl.: 16. 
 
Neural network control systems constitute a new high-tech branch of control 

theory and relate to the class of nonlinear dynamic systems. High speed of parallel 
processing of information coupled with the ability to teach neural networks makes this 
technology very attractive for creating effective implementation of automated control 
systems for complex dynamic objects [1, 2]. Neural networks can be used to construct 
devices for regulation and correction of control systems of reference, adaptive, 
nominal and inverse-dynamic object model for observation and evaluation of the 
object parameters, magnitude of the perturbation, search or computation of the optimal 
influence change program, object identification, prediction of the object state or 
another operation [3 - 5]. For realization of all neural network capabilities, the neural 
network controllers of control systems need to be built on chips such as the FPGA [6-
9]. 

FPGA chips allow implementing complex parallel algorithms. This technology 
involves the implementation of a plurality of blocks on one crystal with intensive 
information exchange between them. The implementation of data parallel processing 
on general-purpose processors or digital signal processors requires considerable effort 
to build multimicroprocessor systems. But a developer does not encounter any rigid 
architectural constraints in FPGA and can effectively implement parallel algorithms. 

Existing approaches to the digital realization of nonlinear functions use 
different methods of approximation, such as the tabular method, Taylor series 
expansions, lump-linear approximation, etc. Taylor series expansion requires many 
multiplications, and therefore unacceptable for FPGA implementation, because the 
multiplication block occupies a large amount of resources. The tabular method 
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involves the creation of a global variable, a table of the target function possible values, 
unpredictable and uncontrolled access to the tables of all neurons in the network, 
which in turn creates a large time delay. And the creation of a separate local table for 
each neural network is inappropriate in terms of the use of the FPGA resource. 
Therefore, the most optimal method for sigmoidal type activation functions 
implementing is lump-linear approximation of this function. 

Issues related to the implementation of one neuron on an FPGA are considered 
in [6]. The implementation of 3-input neuron with different activation functions on 
FPGA Xilinx XCV400hq240 has been investigated. The comparison of performance 
and occupied neuron resources for different implementation variants is given. 

In [7] a prototype of a cascade fragment of a neural network with straight 
sequential bonds was developed. The prototype is implemented on the basis of FPGA 
Virtex-E XCV400E-pq240. The fragment is intended for parallel input of 8 component 
input vector, parallel multiplication by the contents of internal blocks of memory of 
factors, parallel addition of 8 products and parallel activation of the received amounts 
in each neuron (8th senior bits of sum are given to the address port of memory in 
which the discrete values of the selected activation function are written). The 
following result is obtained. The maximum clock speed of the circuit is 90 MHz. 
Calculation time of the source vector by input is 70 ns. 

In work [8] the analysis of the exponential and sigmoid artificial neurons 
activation functions by means of FPGA (Xilinx Virtex-5 XC5VLX110T) is analyzed. 
To calculate the values of the sigmoidal function, a table of function values at the 
reference points is used and a linear interpolation between these points. As a result, the 
performance and error of the calculations and FPGA resource are presented. 

We propose the following approach to the realization of functions of activation 
of a sigmoid type with the necessary accuracy of its approximation. In the beginning, 
the activation function is studied for symmetry with respect to the axes. If the 
condition  

1 ( ) ( )f x f x ,                                                 (1) 

isfulfilledthen you can consider the function ( )f x only for positive arguments, and for 
negative ones, determine by formula (1), which accelerates the calculation of the 
function values and reduce the occupied resource of the FPGA. 

Further, proceeding from the given accuracy of approximation, we form a 
piecewise-linear activation function with an appropriate number of intervals, and each 
of the intervals 1 1 2; , ; ;... ;nx x x x represent by a separate formula. A general 
description of a piecewise-linear activation function is written as: 

0 0 1

1 1 1 2

,
,

,n n n

k x b x x
k x b x x x

f x

k x b x x

 ,                                      (2) 

Next, for each linear function, we calculate the values of the coefficients kand 
band memorize them. Subsequently, for the calculation of the value of the function 
f(x)by the x argument from memory, the corresponding values of the coefficients kand 
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bare chosen and the value of f(x)is calculated according to the corresponding formula. 
And for the negative values of the argument, the value of the function is calculated by 
formula 3. 

One of the main features of the neural network is the parallel processing of 
signals. Multilayer neural networks represent a homogeneous computing environment. 
According to the neuroinformatics terminology, these are universal parallel computing 
structures, intended for solving various classes of tasks. With the hardware 
implementation of artificial neural networks on the FPGA, each layer of the network 
works in parallel with another, which allows using the principle of the conveyor during 
calculations. Neurons in each layer also work in parallel on the principle of 
multiprocessor data processing. That is, each artificial neural network is a separate 
processor and the processing of information in each neuron passes simultaneously. 

The results of simulation of neural networks such as used FPGA resource, 
speed and error are presented in Table 1. 

 
Table 1 

Results of neural networks simulation in FPGA 
 

Neural 
network 

Number of 
synapses 

FPGA 
resource 
(LUT) 

Output ANN value 
Error Speed, ns 

MatLab FPGA 
1-1-1 3 484 0.56389366 0.546875 0.017019 120.24 
1-2-1 5 585 0.62573413 0.609375 0.016359 126.22 
1-3-2 10 723 0.68372392 0.671875 0.011849 127.77 
1-5-1 11 523 0.78328235 0.765625 0.017657 128.75 
2-2-1 8 488 0.63863534 0.625 0.013635 150.48 
2-3-1 11 790 0.70144096 0.6875 0.013941 130.58 
2-4-2 18 899 0.75747616 0.75 0.007476 133.60 
4-4-4 36 1104 0.79223947 0.765625 0.026614 133.53 
3-5-1 23 725 0.82549114 0.796875 0.028616 134.05 
2-4-1 14 933 0.75747616 0.75 0.007476 133.54 
1-3-1 7 723 0.68372392 0.671875 0.011849 127.71 
2-1-1 5 602 0.57070375 0.5625 0.008204 126.22 
1-4-1 9 829 0.73651211 0.734375 0.002137 127.63 
1-6-1 13 1065 0.82373748 0.796875 0.026862 132.26 
3-1-1 7 723 0.57708067 0.5625 0.014581 128.71 
3-2-1 11 819 0.65058263 0.625 0.025583 134.14 
2-8-2 34 1369 0.90702034 0.890625 0.016395 163.24 
 

In the table, the structure of the studied neural networks is represented by three 
numbers, where the first is the number of neurons in the input layer, the second is the 
number of neurons in the hidden layer, and the third is the number of neurons in the 
output layer. The obtained values in LUTs may vary somewhat when the synaptic 
weights of the neurons change. As a result, an increase in the efficiency of the neural 
networks implementation on the FPGA is obtained. The increase in the efficiency 
based on indicators such as the speed and error of the calculations, and the usage of the 
FPGA resource. 
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Each neuron is represented as a separate block, as shown in Figure 1, which 
consists of several parallel processes, and the neural network is a multiprocessor system. 
The programming language allows you to explicitly specify the signals that start the 
process. To start the process of calculating, the input signal of this neuron is used. 

 

 
 

Fig. 1.  A fragment of the neural network, implemented on FPGA 
 

To solve the problem of selecting a neural network of minimal structure from a set 
of possible, [12] describes a technology and software package for the study and evaluation 
of neural network models (direct and inverse) of multidimensional control objects for their 
further implementation on the FPGA. Their essence consists in modeling all possible 
variants of "internal" structures within the "external" structure and determining the structure 
that provides the lowest mean square error, or the neural network of minimal structure 
whose mean square error satisfies the condition of the problem. 

In order to debug and adapt the neural network models of dynamic objects in 
real time, it is proposed to use the genetic algorithm and implement it on the FPGA as 
a parallel search procedure [13]. 

Realized neural networks can be the basis for further synthesis of neural 
network components of dynamic control systems based on FPGA. The method of 
synthesis of hardware components of control systems based on ANN on the example 
of the implementation of the generalized neural network model of the control object is 
described in [14-16]. 

Conclusions. The results of the research of neural networks implemented on 
FPGAs, according to the developed method, showed their high performance and 
accuracy with optimal use of computing resource. These neural networks can be the 
basis for further synthesis of neural network components of dynamic control systems 
based on FPGA. 
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OPTIMIZATION OF THE ALGORITHM OF FALL 
IDENTIFICATIONBASED ON ACCELEROMETER AND GYROSCOPE 
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Fall is a common and significant cause of trauma in older adults, which often 

leads to disability and death. The purpose of this study is to develop, optimize and 
evaluate the effectiveness of the fall detection algorithm based on the sensory system 
of the smart-clock Hexiwear, consisting of a 3-axis accelerometer and a gyroscope. 
Part of the data was used to develop a fall detection algorithm, including the study of 
critical sensor values, and the rest of the data set was used to evaluate the sensitivity 
and specificity algorithm. 

Keywords:optimization, critical thresholds, acceleration, angular velocity. 
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Serhii Buhai, Yuri Gordienko 
 

OPTIMIZATION OF THE ALGORITHM OF FALL 
IDENTIFICATIONBASED ON ACCELEROMETER AND GYROSCOPE 

 

Relevance of research topic. Falls are the most significant causes of trauma in 
the elderly. As a result of falls, there are many disorders that can lead to death due to 
complications such as infection or pneumonia. Automatic fall detection is an active 
area of research. 

Formulation of the problem. Absence of optimal algorithm for drop detection. 
Analysis of existing research. Many studies using accelerometers mainly use 

changes in the magnitude of acceleration to determine the incidence. When the 
acceleration exceeds the critical value, the fall manifests itself. However, focusing 
only on great acceleration can cause a lot of false positives, as other actions, such as 
sitting, running and jumping, can also lead to a significant increase in acceleration. 

Selection of unexplored parts of the general problem. This article is devoted 
to the development of a fall detection algorithm using a combination of accelerometer 
and gyroscope. 

Task objectives. The challenge is to create an optimal algorithm that, when 
used, will show high recognition results of the fall. 

Presentation of the main material. An analysis of the algorithm's work for 
various indicators of threshold values was conducted. Approaches are described for 
optimization of its work. The results showed high recognition accuracy. 

Conclusions. Different methods of optimization of the algorithm are analyzed. 
The results of experiments are presented and the analysis of the following steps is 
presented. 

Keywords:optimization, critical thresholds, acceleration, angular velocity. 
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COMPUTING BASED ON WEARABLE ELECTRONICS 
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Nowadays, there are quite a variety of product offerings for the care of the 
elderly, but most of them can not meet all the needs of this vulnerable population, or 
they are too expensive. The article examines existing solutions in the field of care for 
the elderly, and also as the developed budget system based on the Hexiwear smart 
watch, mobile application and web server. 

Keywords: elderly care, distributed computing, wearable electronics, drop 
detection 
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Serhii Buhai, Yuri Gordienko 

 
METHOD OF INTEGRATION OF DISTRIBUTED  

COMPUTING BASED ON WEARABLE ELECTRONICS 
 

Relevance of research topic.Nowadays, there are quite a variety of product 
offerings for the care of the elderly, but most of them can not meet all the needs of this 
vulnerable population, or they are too expensive. The article examines existing 
solutions in the field of care for the elderly, and also as the developed budget system 
based on the Hexiwear smart watch, mobile application and web server. 

Formulation of the problem. Developing an effective system for the care of 
the elderly using distributed computing and wearable electronics 

Analysis of existing research. Many products for the care of the elderly are 
presented on the market, but they either have a high price or can not meet all their needs. 

Selection of unexplored parts of the general problem. This article is devoted 
to the development of a system for elderly care that contains Hexiwear clock, mobile 
app and web server. 

Task objectives. The challenge is to create an effective system for elderly care 
using modern technologies 

Presentation of the main material. Description of the elements of the system, 
its work, as well as its comparison with analogues 

Conclusions. The efficiency of the system in comparison with analogues is 
shown, possible ways of improvement are highlighted. 

Keywords: elderly care, distributed computing, wearable electronics, drop 
detection 
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QUALITY EVALUATION OF THE STABLE GRASP PLANNED  
ON THE BASIS OF THE 3D RECONSTRUCTION OF THE OBJECT  

USING MONOCAMERA IMAGES 
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.: 1. .: 14. 

The article deals with the problem of estimating the quality of reconstruction of 
a 3d object model on the basis of a map of the environment of a mobile robot, obtained 
by the algorithm of simultaneous localization and mapping, in order to achieve a stable 
grasp of the robot end effector. The quality of the obtained models is analyzed on the 
basis of the success of the grasps in the developed system for the processing of visual 
data from the mobile robot mono camera and the planning of the stable grasp of the 
target object. 

Keywords: 3dreconstruction, object grasping, simultaneous localization and 
mapping 
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QUALITY EVALUATION OF THE STABLE GRASP PLANNED ON THE 

BASIS OF THE 3D RECONSTRUCTION OF THE OBJECT USING 
MONOCAMERA IMAGES 

 

Relevance of research topic. Navigation of the robot using visual information 
means continually update its location and environment maps by making measurements 
of distance to surrounding objects. In anthropogenic conditions, the process of 3d 
reconstruction based on multiple images can be used to help robots determine their 
position in space and build a three-dimensional environmental map. 

The research objective. Research of the application of the simultaneous 
localization and mapping algorithm as a method for obtaining a 3d reconstruction of 
the object for a mobile robot grasping. 

Actual scientific researches and issues analysis. In recent decades, the 
problem of automatic grasping of unknown objects began to play an increasingly 
important role in the machine vision. Most of the considered algorithms use predefined 
object model for grasping. 

Uninvestigated parts of general matters defining. Despite such a variety of 
research approaches, there is still a question about the effectiveness of using an 
environmental model to plan a stable grasp of an object as part of this environment. 

Target setting. In order to evaluate the effectiveness of the 3d reconstruction 
module on the basis of the simultaneous localization and mapping algorithm as the 
source of the model of the target object, the task of analyzing the effectiveness of the 
3d reconstruction in terms of the success of the seizure of the target object models is 
presented. 

The statement of basic materials. The system of constructing a 3d 
reconstruction of the environment based on the data of the system of computer vision 
work is developed for planning of the sustainable seizure of the target object. The 
overall assessment of the level of success of the planned grasps in the set of test 
objects is carried out. 

Conclusions. The overall assessment of the level of success of the planned 
seizures on a set of test objects was performed. At the same time, the overall level of 
success of the capture is quite high - 87%, which indicates the high efficiency of the 
considered system. 

Key words: 3d reconstruction, object grasping, simultaneous localization and 
mapping. 
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ISSUE OF TRANSFER OF DATA FROM SENSORS  
TO A SMARTPHONE IN THE CONTEXT OF INTERNET OF THINGS 

 

          
     .   
      . ’ ,    
           

 . 
 :  ,  ,  , .  

.: 2. .: 14. 
The article deals with the issue of transmitting data from sensors to a user's 

mobile phone in the context of the Internet of things. The peculiarities of data 
transmission from sensors to cloud services are analyzed. It is revealed that when 
transferring a large amount of data, the optimal solution is to process these data locally 
using the gateway. 

Key words:Internet of things, transfer of data, cloud service, smartphone, 
sensors. 
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ISSUE OF TRANSFER OF DATA FROM SENSORS  
TO A SMARTPHONE IN THE CONTEXT OF INTERNET OF THINGS 

 

Relevance of research topic. In the most general form, the Internet of things 
can be written in the form of the following symbolic formula: IoT = Sensors (sensors) 
+ Data + Networks + Services. In this case, the question of using a mobile phone for 
data acquisition or management of connected devices is relevant. 

Formulation of the problem. The optimal solution is to process these data 
locally using the gateway while transmitting a large amount of data. 

Analysis of recent research and publications. Over recent years, more and 
more scientific works have been published by domestic and foreign researchers 
devoted to the problem of constructing IoT solutions. However, the issue of large-scale 
data exchange in the context of the Internet of things is still not well understood. 

Unexplored parts of the general problem. This article is devoted to the study 
of the problem of optimizing the transmission of data from sensors to the end devices 
(smartphones) in the context of the Internet of things. 

The research objective. The purpose of this article is to create a model for 
optimizing the transmission of data from sensors to end devices (smartphones) in the 
context of the Internet of things using gateways. The research focuses on the analysis 
of data transfer features from sensors to cloud services. 

The statement of basic materials. The advantages of using IoT-gateways in 
the transmission of data from sensors to end device through the cloud service are 
analyzed. It was found that data transmitted from sensors might be processed on the 
gateway before reaching end devices. In case of using MQTT protocol this will lead to 
additional benefits such as lowered impact on network throughput. The main functions 
of the gateway are: collection of data, aggregation of data, secure transfer of data to 
end devices, partial protection of sensors and other connected devices from hacking. 

Conclusions. Thus, with the use of the gateway it is possible to implement 
processing of large amounts of data. The proposed model for transmitting data from 
sensors to user smartphone with processing these data in the gateway will provide the 
prompt delivery of the necessary data to the user. 

Key words:Internet of things, transfer of data, cloud service, sensors. 
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ORGANIZE MODULAR EXPONENTIATION SECURE 
COMPYTATIONBY USING ADDITIVE  MASKING 
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In this paper a method for the performing the calculations required for modular 

exponentiation using remote or distant computational resources. The proposed method 
operates by separating the procedure for modular exponentiation in two components. 
The first component which is computationally simple is performed on the user 
terminal and the second and computationally complex component, is executed on 
powerful cloud computational resources. The details of the proposed distributed 
calculation are presented. Hence, the methodology for the organization of the 
calculations is analyzed. The calculation is illustrated by means of a simple numerical 
example. 

Key words: modular exponentiation, cloud computing, cryptography, secure 
computations.  
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    AE mod M   -
[4]  n ,       -

       A,     
   . ,   N0  

   N0= 1.5 n.  
 ,      

    ,   
,   .   -

 .   ,    R0,R1,…,Rh-1,    
 ’  ,      

    .   
. ,         

      ,   
   .     -

 ,     .  ,  
          

,       
   .  

        
,           

        
,        .  
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H. V. Harasymovych  
 

ORGANIZE MODULAR EXPONENTIATION   
SECURE  COMPYTATIONBY USING ADDITIVE  MASKING 

 

Target setting. The natural way to restore cryptographic resilience of 
information security systems of this class in similar conditions is to increase the bit 
depth n of the numbers utilized. However, as mentioned above, increasing of bit depth 
significantly slows down calculations, related to information security functions. This 
situation may be overcome by using computing resources of cloud systems for 
modular exponentiation, in such a manner that that when calculating the AE mod M, 
the secret exponent E code and the processed number A are not disclosed. 

The principle difficulty in tackling this problem lies in the fact that there exists no 
general approach for guaranteeing data protection during processing. Methods for data 
protection depend heavily on the nature of the operations employed during processing. 
In other words, data security technologies require a homomorphic encryption procedure 
for the remote data encryption process [4]. For this reason, a number of different 
solutions for the secure remote implementation of solutions to problems of different 
categories, such as linear algebra or image processing have been proposed. 

Consequently, amongst the targets of algorithms for the remote implementation 
of modular exponentiation should be the direct coordination of parallel solutions to 
this problem in systems with multiple processors.  

The purpose of the present research is to develop a method for the secure 
implementation of the modular exponentiation operation in cloud systems, with the 
capability for parallelism.  

As a result of the research proposed, a simple technological approach was 
proposed for exploiting cloud computing resources in order to increase the speed of 
calculations of the fundamental operation that is required for most data security 
protocols. This operation is modular exponentiation. The acceleration of the 
calculation is achieved by means of the transfer of a significant proportion of the 
complexity involved to computing resources available via the use of cloud 
technologies.  

The method proposed involves the execution of part of the calculations on user 
equipment and another part in remote computational resources. During the cloud 
processing, the secrecy of both the data and the user key is preserved.  

Itwasshownbymeansofboththeoreticalandpracticalcalculationsthatthevolumeofth
eoperationsrequired to be performed by the users is reduced by approximately a factor 
of three times. This reduction results in a significant increase in the speed of 
implementation of cryptographic mechanisms, by use of the significant processing 
resources made available by the contemporary cloud resources.  

The proposed method is oriented to user applications that operate on portable 
computing terminals with small processing power and connected to the internet. 

Key words: modular exponentiation, cloud computing, cryptography, secure 
computations.  
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METHOD FOR PROTECTION MODULAR EXPONENTIATION  
OPERANDS RECONSTRATION BY POWER ANALYSIS 

 

        -
       

    . ,    
,     RSA, El-Gamal, DSA   

    .   
    .  

       ,   
  .     

 25%    . 
 :  ,   -

 , - ,  ,   , 
  . 

.: 6 
The goal of presented by article research is to point out the potential 

vulnerabilities of modular exponentiation operands reconstruction by power dynamic 
analysis and to elaborate countermeasures. It has been shown that exponent of modular 
exponentiation which is secret key of RSA, El-Gamal and DSA can be reconstruction 
by timing power analysis. For countermeasure the special algorithm for modular 
exponentiation has been worked out. Proposed algorithm does not conditional 
operators use and include the false operators which inhibit to timing power analysis. It 
has been shown that implementation of proposed approach demand about 25% more 
time for modular exponentiation.  

Key words: power analysis, smart cards, cryptographic algorithms,  data 
security protocols, terminal computer devises. 
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   .     SPA   
    ,     

 .        
 - ,      

 , ,    DPA.    
   : 

1. A[0] = 1; A[1]=1;  S =  X; y =1;  
2. for (j=0; j<s ; j++ ) 
        2.1. for (l=0; l<k; l++) 
        {    
            2.1.1. q = ej&y;11 
            2.1.2. ej = ej>>1; 
            2.1.3. A[q] = S A[1] mod M; 
            2.1.4. S = S S mod M; 
        } 

 A[1] =XE mod M. 
     ,   

        ,    
 SPA        

.        
  ,     A[0],  
     A[1].  ,  

     ,   
    25%. 

  ,    SPA-  
 E      

  . 
  V  L     E 

  u0,u1,…,us    '    : 
w1,w2,…,ws  wi=<i1,i2>, 0 i1, i2<i,     : 

1. u0  = 1  uL = E; 
2. ui, 1 i L, 

21 iii uuu  
    XE mod M    

   : 
1. G[0] = ; 
2. for( j=1; j<=L; j++)  G[j] = G[j1] G[j2] mod M;  

:  G[L] = XE mod M. 
,  =12,       

  {1,2,3,6,12},   : : w1=<0,0>, w2=<0,1>, 
w3=<2,2>, w4=<3,3>.      =12,    

 ,     {1,2,4,5,10,12},  
 : w1=<0,0>, w2=<1,1>, w3=<0,2>, w4=<3,3>, w5=<1,4>.  

    ,  12   
     :  G[0]=X;  

G[1]=G[0] G[0] mod M = X 2mod M;   
G[2]=G[1] G[1] mod M = X 4mod M;  
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G[3]=G[0] G[2] mod M = X5 mod M;   
G[4]=G[3] G[3] mod M = X10 mod M;  
G[5]=G[1] G[4] mod M = X12 mod M.  

      ,   
          

  , ,        
 .       n  
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 L .  ,      n-
    n / 2,      L 
  n + log2n -2.      

       G:   
      2-    . 

   w,   Vw ' ,   : 
)2log(log)2log(2 222 nnnnVw                         (1) 

,         RSA 
 n=1024,  Vw = 2838 ,    ’   ’  
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METHOD FOR PROTECTION MODULAR EXPONENTIATION  

OPERANDS RECONSTRATION BY POWER ANALYSIS 
 

Topicality of the research. The dynamic intensification of information 
integration based on the computer networks takes a leading role at the present stage of 
development of most spheres of human activities. There is an objective need to 
increase the effectiveness of information security means in terms of expanding the 
scope of integrated systems. Thus, the scientific task aimed at increasing the 
effectiveness of information security means is important and topical for the current 
stage of information technologies development. 

Problemstatement. Protection of the keys of algorithms, based on modular 
exponentiation, against reconstruction by power analysis is important and topical 
problem at the current stage of the development of technologies for data protection in 
networks. 

Analys s of recent researches and publ cat ons. Modular exponentiation XE 
mod M, where X, E < M serves as the basic computing operation for the program 
realization of a large number of public key algorithms, including RSA. 

Uninvestigated parts of general matters defining. Following the analysis of 
publications related to technologies of data reconstruction using SPA and DPA 
technologies, as of today there is no mathematical model of the impact of bits of the 
processing information on power consumption. But this impact can be detected by 
using static method on which the idea of DPA is based. 

The research objective. Therefore, the analysis showed that the basic 
algorithms of modular exponentiation do not protect against reconstruction of the code 
of exponent Eby using SPA. The purpose of the research is to create methods of 
protecting from the restoration of code of the exponent E following the analysis of 
power consumed by the computing device in the process of modular exponentiation. 

Main body. The present analysis of the known methods of counteraction 
against the reconstruction of the exponent that is performed by using SPA has showed 
that the key problem is the lack of opportunity of tracking by SPA the conditional 
operators which perform consecutive testing of E. 

Conclusions. Proposed methods of counteracting access to the closed keys of 
information protection algorithm, based on the operation of modular exponentiation, 
can be used in order to increase information security in computer networks. 

Key words: power analysis, smart cards, cryptographic algorithms,  data 
security protocols, terminal computer devises. 
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THE EXPLORATION OF MODERN TECHNOLOGIES  
OF THE CREATION OF DIGITAL DEVICES BASED  

ON MICROPROCESSOR SYSTEMS 
 

        
      

.         
      . 
 :  ,   , Arduino. 

This article analyzes the modern market of microelectronics and explores the 
architecture of modern microcontrollers and microprocessor systems. The article 
defines the concept of a modern microprocessor system and examines its technological 
capabilities and application areas. 

Key words: microprocessor system, System on a Chip, Arduino. 
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   Arduino 
Arduino –   ,     

   .      
  ,      , 

         
'  [1]. 

   Arduino      
 ,    / .   

    Processing/Wiring   ,  
  C/C++. Arduino      

   ,    ,    
  ,      ,  

  '  ( : Processing, Adobe Flash, Max/MSP, Pure 
Data, SuperCollider).    (   , 

 ,  )    
     ,     . 

   Arduino 
 Arduino    AtmelAVR,    

’        .   
     +5   +3,3 .  

   16  8   .   
  (bootloader),     . 

       RS-
232 (  ’ ),         

.     USB,     
 USB-to-SerialFTDI FT232R.    Arduino Uno  

   Atmega8  SMD- .   
    ,    

  ,         
    .   ,  

 ArduinoMini   Boarduino,    
     USB-to-Serial  . 
 Arduino      

  /     . ,  
 Decimila  14  / , 6    
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 - ,  6  .      
     .     

  ,   «shields» (« »),  
   Arduino   ' . 

  ,   Arduino     
 ' ,        

  . 
Raspberry Pi 
Raspberry Pi –   '     ,  
    '   .    

     .      
,     '  –  - ,   

  ,   ,  
      [2]. 

Beaglebone 
’  Beaglebone  Raspberry Pi  ,  
  . Beaglebone  Raspberry Pi  

 ,         
  [3]. 

    Arduino 
   Arduino   ++  . -

   ,  ,   ’  
:setup()  loop().  

 setup()   ,    
    Arduino.        
 ,     ,   

.       .  
 loop()         

,     .       
 . 

,  ,  ,    
: 

void setup() 
{ 
pinMode(13, OUTPUT); 
} 
void loop() 
{ 
digitalWrite(13, HIGH); 
delay(100); 
digitalWrite(13, LOW); 
delay(900); 
} 

  –     .     
    ,       . 
       ,    

.       : 
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1.   Arduino,    RESET,  
 setup.       . 

2.    setup ,     
loop. 

3.  ,   loop ,   loop 
      . 
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Arduino        .     
,   ,        

 .        
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 .      setup:  
pinMode(13, OUTPUT); 
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.        .  setup 

   '  pinMode.        
 :   .        , 

 ,    .    ,  
    . OUTPUT  , INPUT – 

.  ,   13  OUTPUT   .  
  loop: 

voidloop() 
{ 
digitalWrite(13, HIGH); 
delay(100); 
digitalWrite(13, LOW); 
delay(900); 
} 

 loop,  ,    setup.  
      .  loop  

         
.      –   . 

   . ,   –    
 digitalWrite.          

(LOW, 0 )    (HIGH, 5 )   digitalWrite 
 2 :     .  ,   

     ,     5 
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   :   ,     . 

    100 .       ,  
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THE EXPLORATION  

OF MODERN TECHNOLOGIES OF THE CREATION  
OF DIGITAL DEVICES BASED ON MICROPROCESSOR SYSTEMS 

 

Relevance of the research topic. The tendency of the development of modern 
processor manufacturing technologies and their applying evolves every year. There are 
used new technologies; the number of cores on one crystal increases, the processor 
runs faster, cache memory of all levels increases, new sets of instructions are used, and 
more. This article analyzes the modern market of microelectronics and explores the 
architecture of modern microcontrollers and microprocessor systems. The article 
defines the concept of a modern microprocessor system and examines its technological 
capabilities and application areas. Also, there is given an example of the programming 
of the Arduino computing platform. 

Formulation of the problem. There are too many different microprocessor 
systems and it is quite difficult to categorize them all. 

The analysis of recent research and publications. Over the past years more 
and more articles are devoted to exploration of the microprocessor systems, in 
particular, based on them digital devices. However, the modern technologies of usage 
these systems are not covered enough. 

Setting objectives. The task is to analyze the modern market of 
microelectronics and explore the architecture of modern microcontrollers and 
microprocessor systems. One more aim of the article is to define the concept of a 
modern microprocessor system and examine its technological capabilities. 

Presentation of the main material. The article has showed the generalized 
classification of the modern computing systems. There have been also explained the 
functionality of microprocessor systems and their generalized structure and 
architecture. The example of programing microprocessor system Arduino has clarified 
the way of usage such systems.  

Conclusions. The modern microprocessor systems are widely used in many 
control systems and systems with generally low energy consumption. They are 
relevant in devices that should be relatively small in size, since they have a wide range 
of functionality at a moderate price. In the programming example of the Arduino 
microprocessor system, there has been shown the availability of such systems for users 
without advanced knowledge in circuit design and microprocessor architecture. 

Key words: microprocessor system, System on a Chip, Arduino. 
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EXPERIENCE OF THE LAUNCH  
OF A ROBOTIC WELDING COMPLEX 

 

          , 
         

   . 
 : ,  , lasertracking, ABB. 

In this article, I will share my experience working with an industrial robot, I 
will talk about the relevance of robotics and capabilities of a robot with machine 
vision. 

Key words: robotics, machine vision, ABB. 
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Solyanikov Pavlo 
EXPERIENCE OF THE LAUNCH OF A ROBOTIC WELDING COMPLEX 

 

Relevance. Robots in antiquity and through the Middle Ages were used 
primarily for entertainment. However, the 20th century featured a boom in the 
development of industrial robots. Through the rest of the century, robots changed the 
structure of society and allowed for safer conditions for labor. In addition, the 
implementation of advanced robotics in the military and NASA has changed the 
landscape of national defense and space exploration. Robots have also been influential 
in the media and profitable for toy manufacturers. 

Problem Statement. Replacement of human work, improved production, lower 
costs, increased productivity 

Analysis of recent research and publications. The Boston Consulting Group 
predicts that the share of robot-solved tasks will increase from 8% today to 26% by 
2025. The leaders of the robotic production will be China, Germany, Japan, South 
Korea and the United States. Together, 80% of all robots' purchases will be needed for 
their share. Unlike people who can double productivity over 10 years, robots are able 
to double their every four years - this is Sirkin's analyst from BCG. 

General model structure.Robots will soon be everywhere, in our home and at 
work. They will change the way we live. This will raise many philosophical, social, 
and political questions that will have to be answered. In science fiction, robots become 
so intelligent that they decide to take over the world because humans are deemed 
inferior. In real life, however, they might not choose to do that. 

Robots will be commonplace: in home, factories, agriculture, building & 
construction, undersea, space, mining, hospitals and streets for repair, construction, 
maintenance, security, entertainment, companionship, care. 

Conclusions.  It is worthwhile to understand that even today robots play an 
important role in production, they constantly increase their influence on all spheres of 
industry, they show special efficiency and the opportunity to increase production rates. 

Key words: robotics, machine vision, ABB. 
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ANALYSIS OF EFFICIENCY OF ADDITION  
OPERATION REALIZATION IN ON-LINE MODE 

 

        
    .     

       
,     ,    

. ,       
       . 

 :  ,  , 
  . 

.: 3. .: 1. .: 6. 
The article deals with an algorithm and hardware implementation of two-place 

and multi-place functions of addition in on-line mode, which allows to combine the 
processes of bit-by-bit input, processing and bit-by-bit output of information, starting 
with the high-order bit with the use of redundant number system. It is shown that the 
implementation of a multi-place function enables to reduce delay in the result digit 
obtaining, as well as scope of equipment. 

Key words: on-line computations, redundant number system, dependent 
operations overlap. 

Fig.: 3. Tabl.: 1. Bibl.: 6. 
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Tokar A.H. 

 
ANALYSIS OF EFFICIENCY OF ADDITION  

OPERATION REALIZATION IN ON-LINE MODE 
 

Relevance of the research topic. The solution of complex tasks of information 
processing in real time determines the use of parallel computing systems. In such 
systems the time of solving problems depends not only on the time of execution of 
parallel branches of algorithms, but also on the time spent on the exchange of 
information between computing modules. Reducing the time spent on data exchange is 
an urgent task. 

Problem statement. When building systems based on FPGA, an economical 
use of the microcircuit resource (internal functional blocks and external pins) is 
important in order to reduce the number of chips for the implementation of the 
computing system. The paper considers the possibility of solving this problem by 
reducing the number of connections between components of the system. 

Analysis of recent researches and publications. Performing operations using 
parallel arithmetic requires data transfer between blocks with multi-bit codes. This does 
not save the switching elements of the FPGA. To reduce the number of links, quasi-
parallel arithmetic methods have been developed. Calculations in this case in each block 
are performed with bitwise introduction of operands. To exclude transfers to the upper 
digits, redundant number systems are used. When performing chains dependent on data 
operations, it becomes possible to overlap operations at the processing level of the 
operand bits. This is shown in a number of works. Singling out of unexplored parts of 
the general problem. When performing the chain of dependent operations, each 
module works in on-line mode. With the increase in the length of the chain of 
operations, the processing time increases. To reduce the number of operations in a chain, 
it is advisable to use modules that perform multiple operations. 

Task definition. In the present paper, the efficiency of realizing a multi-
operand function in the case of redundant data representation is shown. 

Statement of the main material. The algorithm and hardware implementation 
of the addition function in on-line mode using redundant number systems is 
considered. A comparative analysis of the speed and complexity of devices with 
different number of operands is performed. The result of comparison showed greater 
efficiency of devices with a large number of operands. 

Key words: on-line computations, redundant number system, dependent operations 
overlap 
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INFLUENCE OF THE RECEPTIVE FIELD  
ON THE SPEED AND ACCURACY OF RECOGNITION  

OF THE CONVOLUTIONAL NEURAL NETWORK 
 

          
       .  

         
,          

MNIST  Sifar,       
   .  

 :   ,  , ,  
. 
.: 6. .: 3. 

The paper deals with the receptive field problems and methods of its definition 
with the help of changing topology of convolutional neural network. With 
examplesshown ways how to achieve the same receptive field in different ways, also 
performed a number of studies and developed programs for datasets, MNIST and 
Cifar, which reflects the achieved recognition accuracy and time spent on training.  

Key words: convolutional neural network, receptivefield, accuracy, time of 
study. 

Fig.: 6. Bibl.: 3. 
 

.         
  ( )       –  
   ( ).   1988    

            
   ,        . 

      .    
 –         -

 ( ),       .      
,     ,         – 

 ;           
   –   [1].       

      .  -
   –      

’  ,     [2].  

209ICSFTI2018Section 3. AI



          
   . 

 .    ,     
       ,   

,          – 
  (receptivefield) [3].         

  ,     .   (  
 )          

  . 
    ,     , 

   ,  ,    
 .         – 

     ,     -
   /  .     

       .  
       .   

,   ,   . «   ,   
 ?» –     -   . 

,    ,    
 (     )     

  .    2  2   
  2 . 

,      8 8       
  .     –     

    . ,    
   3 3      6 6   

  2 2.        
3 3,         

  . ,         , 
  (3x3 | pooling | 3x3),      

( . 1. ).  ,      8 8 ( . 1. ) 
–           .  

 

 
 

. 1.      
 

,        , 
    ,    –   . 

210 ICSFTI2018 Section 3. AI



   .      
  3×3+1 ,     

  3×3+1   –  20,     : 8×8+1=65. 
,       

        –   
        5.2   

  . 
       .   

          
     .    

. 
   5 5      7 7  – 

     3 3 ( . 2. ).   
          

     3 3 ( . 2. ). 
     : 5×5+1=26,   

: 3×3+1+3×3+1=20;      
    50  180 . 

 

 
 

. 2.   5 5     3 3 
 

         7 7  
       3 3.   

      50   98  , 
     – 30 ,  630 . 

     5 5   
  : 5 5 1 3 3 1 1 3 3 1.   

   . 3. 
 

 
 

. 3.   5 5      
  5 5  : 26   50 

,      : (3+1)×4=16;  
       150. 

211ICSFTI2018Section 3. AI



-   .   -
         

.    :      ,  
        . ,  

   :  3 3  ,  
  – 16,  3 3  ,  – 32    3 3  

 64;      ReLU,    – 2 2. 
      '   (   

   –  ,   – softmax)  256, 64  10 
 .      ADAM (adaptiv-

emomentestimation)     0.001.    
    –   ,    
'   ,       

,         
PyTorch  Python –      . 

       5 5.     
    3 3     

 – . 4  . 5.      7 7  5 5, 
   :     

   – . 6. 

 
 

. 4.    5 5   MNIST 
 

 
 

. 5.    5 5   CIFAR10 
 

      –   
         

   ,     
 CIFAR10 ,       . 

        
         

 .         

212 ICSFTI2018 Section 3. AI



        ,   
  ,        

'    . 
 

 
 

. 6.    7 7  MNIST     
 

       7 7,  
    .     

         
 ,      . 

.    ,    
      ,    

         . 
 ,  ,    ,    

      ,   
    .       

    ,       
     . 

 
   

 

1. Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard,  
W. HubbardandL. D. Jackel: BackpropagationAppliedtoHandwrittenZipCodeRecognition, 
NeuralComputation, 1(4):541-551, +Winter 1989. 

2. Krizhevsky, Alex, and Geoffrey Hinton. Learning multiple layers of features 
from tiny images [  ] – 2009.– .60. –  : 
http://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf 

3. K. Fukushima, Neocognitron for handwritten digit recognition. Neurocomputing –
April 2003 – (Vol. 51, pp. 161-180). 

 
   

 

   – . . .,    
  “  .  ”.  

 : -  ,  , 
 '  ,     .  

Timoshin Yuri – Ph.D., Associate Professor, Department of Technical 
Cybernetics NTUU "Igor Sikorsky Kyiv Polytechnic Institute".  

Scientific interests: information-operating system, information processing, 
complex facilities management, telecommunications systems and databases. 

E-mail: y.timoshin@gmail.com 

213ICSFTI2018Section 3. AI



   –     
“  .   ” 

 :      , 
 ,   

Orlenko Sergey – student of the Department of Technical Cybernetics NTUU 
"Igor Sikorsky Kyiv Polytechnic Institute".  

Scientific interests: theory of digital signal processing and image pattern 
recognition, artificial intelligence. 

E-mail: orlenko_sergey@ukr.net 
 

YuriTimoshyn, SergeyOrlenko 
 

INFLUENCE OF THE RECEPTIVE FIELD  
ON THE SPEED AND ACCURACY OF RECOGNITION  

OF THE CONVOLUTIONAL NEURAL NETWORK 
 

Introduction.The convolution neural network was developed by Yann LeCun 
in 1988 in likeness of biological vision and visual cortex and consists of simple and 
complex cells. The network has some specificity - it consists in rearranging the 
convolutional layers and layers of sub-sampling (pooling), which sends it to the 
biological view. 

Formulation of the problem.The separation of semantic signs occurs at later 
stages, but it should be understood that all these operations are carried out over a 
certain initial region - a receptive field. In general, there is an image that is perceived, 
but it all is not so simple. Each convolutional operation before the pooling captures 
only part of the image and this determines the further processing. This question relates 
to the architecture of the convolution neural network so we will consider the 
operations concerning the transformation of the receptive field. The task will be to 
track the obtained accuracy and time of training with each approach. 

Approaches to change receptive field and number of parameters.We 
considered pooling from the point of increasing the absorption of signs from the larger 
field, considered the possibility of replacing the 5x5 filter with two 3x3 or by a 
sequence of 1x3  3x1  1x3  3x1, and replacing 7x7 with two 5x5. We have 
calculated the number of parameters and arithmetic operations for each approach, also 
created  illustration for them. 

Experimental-research study of the problem. We built and changed the 
convolution neural network according to the methods described above.  As the data set 
we were used traditional MNIST and CIFAR10. In parallel, we recorded the resulting 
accuracy and elapsed training time and depicted them on the corresponding graphs. 

Conclusions. Choice of receptive field is an important point in the design of 
CN, and the choice of approach to the problem of receptive field directly affects the 
accuracy and time of learning the network. Increasing the layers, as a rule, leads to 
increased accuracy, for the same purpose should try to choose the best method of 
training, network activation functions and the initial learning factor. So it is advisable 
to always test and compare projected topologies even in practice. 

Key words: convolutional neural network, receptivefield, convolution, 
topology,parameter, accuracy, time of study. 
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METHOD OF SOLVING THE PROBLEM OF PEOPLE RECOGNITION  
AT REAL TIME IN CONDITIONS OF OCCLUDED VISIBILITY 

 

         
     .   -
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      SVM.  

    MCNF. 
 :  ,  ,  

 . 
.: 2. .: 3. 

This paper proposes a method of solving the problem of recognizing people in 
real time in conditions of occluded visibility. A combination of human and facial 
detectors used for detecting. For facial modeling, the LBP method and the SVM 
classifier recognition are used. MCNF tracker is used to confirm the recognition. 

Key words: face recognition, human detector, confirmation through tracking. 
Fig.: 2. Bibl.: 3. 
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METHOD OF SOLVING THE PROBLEM OF PEOPLE RECOGNITION  
AT REAL TIME IN CONDITIONS OF OCCLUDED VISIBILITY 

 
Target setting. The problem of recognizing people is becoming more relevant 

in recent days due to the increasing demand for automatic access control systems, 
security systems and video surveillance systems, etc. Thus, there is a need for a system 
that reliably and quickly recognizes people even in poor visibility conditions. This 
work is devoted to the problem of recognizing people in real time in conditions of 
complicated visibility. 

Actual scientific researches and issues analysis. In recent years, there are 
more articles devoted to recognizing people in different environments, in particular, 
due to the emergence of new methods for finding and recognizing. However, 
approaches using tracking as a means of verification are still underdeveloped. 

Uninvestigated parts of general matters defining.This article is devoted to 
the study and analysis of the proposed approach for recognizing people in real time in 
conditions of complicated visibility. The study focuses on the study of a combination 
of human and person detectors and confirmation through tracking. 

The research objective. The objective is to create a model from a database of faces 
that can live to find people on the videos and compare them with a database or marked as 
unknown and store in the absence of recognition of rights in direct line of sight. 

The statement of basic materials. The analysis of joint use of human and 
person detectors is carried out. Descriptions of approaches for face modeling, facial 
recognition, tracking and building trajectories of people movement and confirmation 
of recognition through tracking are described. The results were very accurate and 
reliable, and the speed was sufficient. 

Conclusions. The content, structure and parameters of the models that showed 
the best results of the recognition were analyzed. The approach proved to be good for 
recognition in conditions of complicated visibility. The results of experiments are 
presented and the analysis of the following steps is presented. 

Key words: face recognition, human detector, confirmation through tracking. 
 

 

 

 

 

 

 

 

219ICSFTI2018Section 3. AI



UDC 004.8 
 ,  
  

   
     

 

SPEECH RECOGNITION WITH DEEP LEARNING TECHNOLOGY USING 
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 BehringerC-1U.      « ». 
 :   ,  , 
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.: 4. .: 5. 

This article examines the problem of recognizing speech using deep learning 
technology. I was also used an approach with recurrent neural networks and Fourier 
transformation as a mathematical model to solve the problem. The text is dictated by the 
Behringer C-1U microphone. The word for training the network is Ukrainian hello – 
“pryvit”. 

Key words: recurrent neural networks, deep learning, Fourier transformation, 
sampling. 

Fig.: 4.Bibl.: 5. 
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Dmytro Smishnyi, Oleksii Aleshchenko 

 
SPEECH RECOGNITION  

WITH DEEP LEARNING TECHNOLOGY USING 
 

Task urgency. Problem of communication with a large set of devices at the 
same time increases too fast in our information world. It`s because each device 
requires its own user interface. Wherever convenient, for the user, use voice 
commands to manage various devices. This reduces the cost of developing UI. The 
instructions for such devices will be much clearer and simpler. Well, using of deep 
learning, in this case, cheapens and it unifies the development of voice control 
technology for different languages and countries. This article is devoted to the problem 
of voice control in Ukrainian, after all, unfortunately, there are very few such systems 
for this language. 

Formulation of the problem. Practically complete absence of voice 
recognition systems for the Ukrainian segment of Internet users. The solutions that are 
already ready are imperfect. 

Actual scientific researches and issues analysis. In recent years, you can see a 
significant boost in the development of voice recognition systems. The most famous 
examples are Amazon Alexa, Google Now, Siri, Alice from Yandex. All of them are 
based on neural networks. However, it is worth noting that they either do not support 
Ukrainian, or support for this language is extremely limited. Therefore, the article 
deals with the specificity of the recognition of the text in Ukrainian. 

Uninvestigated parts of general matters defining. In this article the issue of 
recognition of voice is covered. The technology of deep learning is used. Research 
focuses on the generation of text based on voice, as such, and the use of this 
technology in relation to the Ukrainian language.  

The research objective. The purpose of this article is to create a model that 
will work with Ukrainian words (in this case, the word Ukrainian "hello"), to 
recognize them, and to publish true text in accordance with the dictation. 

The statement of basic materials. This article describes a method for 
generating text based on the Ukrainian speech. The analysis of the described stages of 
speech recognition based on the technology of deep learning is carried out. 

Conclusions. The study of voice recognition technologies based on recurrent 
neural networks. A voice recognition model for Ukrainian language was proposed. 
The results of the experiments are presented. 

Key words: recurrent neural networks, deep learning, Fourier transformation, 
sampling. 
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VISUAL DATA PROCESSING BY COMPUTER VISION TECHNOLOGY 
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In this article the question of recognition of objects and images using computer 
vision technologies is considered. The research describes popular algorithms such as 
VGG16, DeepMask. A brief overview of existing solutions in this area is conducted. 
The prospects for using computer vision, in particular in the mobile devices, are 
determined. To do this, reviewed the capabilities of the OpenCV library, and, for 
example, use it in industrial products. 

Keywords: computer vision, VGG16, OpenCV, object and image recognition. 
Fig. 3. Bibl.: 5. 
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Denys Smishnyi, Oleksii Aleshchenko 
 

VISUAL DATA PROCESSING BY COMPUTER VISION TECHNOLOGY 
 

Relevance of research. In connection with the increasing rate of 
implementation of information technology in the daily life of users, technologies that 
require the attraction of computer vision are gaining popularity.  

Formulation of the problem. Creation of a review of existing implementations 
of machine vision. Analysis of popular algorithms for the operation of neural networks 
for finding images and objects. Guide examples of commercial implementation of 
computer vision technology. 

Analysis of recent research and publications. At present, you can find a huge 
amount of materials on the subject of computer vision in broad access. For beginners, 
the Learning to Refine Object Segments article is from the research team at Facebook's 
Artificial Intelligence Research Center. Among the existing solutions useful in 
understanding the existing algorithms, you can select the library documentation with 
OpenCV open source code. 

Uninvestigated parts of general matters defining. To date, there is a small 
number of solid scientific articles with analysis and comparison of machine vision 
algorithms, as well as a review of libraries and their implementations. 

Setting objectives. The task is to examine the main algorithms for the 
implementation of computer vision technology, give an example of studying the neural 
network to identify objects in the picture and review the library OpenCV. 

Presentation of the main material. At the first stage we overview the VGG16 
algorithm. Research shows, that this algorithm is good for contrast objects, but rather 
better to use DeepMask algorithm or SharpMask in partial tasks. Also, we overview in 
a short OpenCV library. It contains 2500 algorithms for computer vision and bridge 
code for popular languages such as Java and Python for comfortable coding. 

Conclusions. During the work the prospects of using computer vision were 
considered. The main algorithms for the detection of images and objects in images are 
reviewed. It is determined that the VGG16 algorithm works well for objects 
contrasting with the background but is very ineffective in typical practical tasks, where 
the background often merges with the target object. To do this, it's best to use an 
upgrade algorithm such as DeepMask and SharpMask. The OpenCV library is under 
review. On its basis, a test application for the detection of QR-codes was created. 

Keywords: computer vision, VGG16, OpenCV, object and image recognition. 
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REALTIMEVISUALMULTITRACKINGSYSTEMY 
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The article proposes implementation of the multitracking system based on the 
ROS framework. It is suggested to use a modification of method of tracking by 
detection, in which trackers based on correlation filters are used to construct the target 
trajectory between the key frames. 

Keywords: Computer vision, visual object tracking, correlation filter, 
multitracking, tracking by detection. 
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REALTIMEVISUALMULTITRACKINGSYSTEMY 
 

Target setting. The problem of visual multiple object tracking is an integral part 
of many areas of computer vision, such as video surveillance systems, traffic analysis. 
Thi task is important for autonomous robotic agents, capable of active interaction with 
the outside world, in particular for the analysis of the environment by an unmanned 
aerial drone, autopilot of an autonomous car, an industrial or home robot. 

Formulation of the problem. The problem of multitracking can be formulated 
as follows: On the video sequence, system must detect objects belonging to certain 
classes, and construct for each detected object its trajectory on a frame. 

The main problem of existing systems operating in real time is the low accuracy 
and reliability of tracking objects that are move nonlinearly. 

Actual scientific researches and issues analysis. Currently the most common 
method of solving the multitracking problem is tracking based on detection, with a 
dynamical model and a Kalman filter. This approach is used because of the high speed 
of calculations. However, due to the limitation of the Kalman filter, such tracker does 
not handle objects that move nonlinearly. 

Definition of uninvestigated parts of the problem. This article studies 
possibilities of using correlation trackers for solving the multitracking problem. 

The research objective. The objective is to create the system that can 
automatically detect and track objects of particular classes on video. 

Main results. Improvedmethod of multitracker that uses correlational tracker 
was presented. Distributed system for visual multitracking was developed using ROS 
framework. Received results were accurate enough and the speed was sufficientfor 
real-time applications. 

Conclusions. The proposed multitracking method allows to increase the 
accuracy and reliability of tracking of the objects moving nonlinearly. This is achieved 
by using the correlation filter to track the target between keyframes. The multitracking 
system based on this method system was implemented using ROS framework, which 
allows independent components of the system and implements distributed data 
processing that increase speed and reliability of system. 

Key words: Computer vision, visual object tracking, correlation filter, 
multitracking, tracking by detection. 
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METHOD OF OPTIMIZED SEARCH  
SIMILAR BINARY STRINGS IN A CERTAIN SET 
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The article deals with the problem of the rapid finding of similar strings in a 

certain set of binary strings with the same length, for which the Hamming distance 
does not exceed a given value. 

Key words: Hamming distance, binary string, hash table. 
Tabl.: 2. Bibl.: 2. 
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Python: 
table = dict() 
size = 16 
for i in range(2 ** size): 
    s = '{0:{fill}{size}b}'.format(i, fill=0, size=size) 
    count = sum(int(char) for char in s) 
    if count in table: 
        table[count].append(s) 
    else: 
        table[count] = [s] 
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METHOD OF OPTIMIZED SEARCH  

SIMILAR BINARY STRINGS IN A CERTAIN SET 
 

Target setting. The comparison of binary strings with Hamming's distance is a 
key point in tasks where they are taken as a characteristic of a particular text or 
multimedia content, especially in tasks where the perceptual hash is used as a 
characteristic of the investigated element. 

Problem formulation. The absence of a fast method for finding similar binary 
strings in a certain set for which the Hamming distance does not exceed the given one. 

Actual scientific researches and issues analysis.  During recent years, there 
were no articles devoted to this topic. 

Uninvestigated parts of general matters defining.  This article is devoted to 
the study and analysis of the proposed approach to optimize the search for similar 
strings in a certain set of binary strings with the same length, for which the Hamming 
distance does not exceed a given value. 

The research objective. For a certain binary string need to find all the rows in 
a certain set for which Hamming distance does not exceed the given value. 

The statement of basic materials.  An analysis of the division method into 
categories in the task where similar binary strings are to be found is carried out. An 
algorithm for search optimization is described. The results were well-interpreted and 
informative. 

Conclusions.  The work of the algorithm and the obtained results are analyzed. 
The presented approach proved its effectiveness. The results of the experiments are 
summarized and following steps described to improve the performance of the 
algorithm. 

Key words: Hamming distance, binary string, hash table. 
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METHOD OF MEASUREMENT VIDEO SIMILARITY OF VIDEO CONTENT 
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The article considers the question of finding a measure of similarity between 
two video files. As video frame characteristics have been selected perceptual hash and 
histogram. 

Key words: comparison of video content, perceptual hash, histogram, 
Hamming distance. 
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METHOD OF MEASUREMENT  
VIDEO SIMILARITY OF VIDEO CONTENT 

 

Target setting. In many areas of human activity, from computer vision and 
search engines, data deduplication systems to various video moderation control 
systems, there is a need for quick analysis of video material and finding similar video 
files. This work is devoted to the problem of finding a measure of similarity between 
video materials. 

Problem formulation. The lack of a quick method to determine the similarity 
between the footage. 

Actual scientific researches and issues analysis. During the past few years, 
there have been several methods for finding the difference between the footage, but the 
method that uses the perceptual hash based on the average color and the histogram, as 
a frame file characteristic of the video file, has not yet been compared. 

Uninvestigated parts of general matters defining. This article is devoted to 
the study and analysis of the proposed approach to measure the similarity of video 
materials. The study focuses on verifying whether or not enough perceptual hash is 
based on an average color and a histogram to find similar footage. 

The research objective. Find the measure of the similarity of two video files. 
The statement of basic materials. The analysis of joint use of perceptual hash 

and histogram as a video frame characteristic. An approach is described for the 
processing of input video materials for finding a measure of similarity. 

Conclusions. The presented method has good performance. Also, it is not 
reliable at significant changes in video footage, for example large noises or change the 
video frame area. 

Key words: comparison of video content, perceptual hash, histogram, 
Hamming distance. 
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  ,           
   .   « »   -

  :  –    .  
     : 

 
  1, n, n, 1, n, n, 1, 0, 1, 1, n, n, 0, 1, n, n, 0, n, n, n, 0, n, n, n, 0, 1, 0 
  0, 1, n, 0, n, 0, n, 1, 0, 1, n, 0, n, 1, 1, n, n, 1, n, 1, 1, n, 1, 0, 0, 0, 0 
  0, n, 0, n, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, n, 0, 0, 0, n, 0, 0, 0, 0, n, 0, 1, 0 
  1, 0, 0, n, 0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1 
  n, 0, 1, 0, n, 1, 0, 0, n, n, 1, 0, 0, 0, 0, 0, 0, n, 0, 0, 1, 1, 0, 1, 1, 1, n, 

 
   –    ,    –  

.  
1  0 –    , n –   

. 
          

,      : 
 
    0, 1, 0, 0, 1 
    1, 1, 1, 0, 0 
    1, 1, 0, 0, 1 
    0, 1, 0, 0, 1 
    0, 0, 1, 1, 0 
    0, 0, 1, 1, 1 
 

          .  
         

[6]       : 
  (1) 

 –  , n –  ,  – k-    
. 

        .  
   k-  [7] ( . k-means)    (1). 

     elbowmethod[8].  
   ,    k-means [7]     
 k   ,    k  sumofsquarederrors 

(SSE).    k ,   SSE . 
  (   –  ): 

   
  1, n, n, 1, n, n, 1, 0, 1, 1, n, n, 0, 1, n, n, 0, n, n, n, 0, n, n, n, 0, 1, 0, 0 
  0, 1, n, 0, n, 0, n, 1, 0, 1, n, 0, n, 1, 1, n, n, 1, n, 1, 1, n, 1, 0, 0, 0, 0, 1 
  0, n, 0, n, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, n, 0, 0, 0, n, 0, 0, 0, 0, n, 0, 1, 0, 0 
  1, 0, 0, n, 0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1, 2 
  n, 0, 1, 0, n, 1, 0, 0, n, n, 1, 0, 0, 0, 0, 0, 0, n, 0, 0, 1, 1, 0, 1, 1, 1, n, 2 
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  0: 
 
  1, n, n, 1, n, n, 1, 0, 1, 1, n, n, 0, 1, n, n, 0, n, n, n, 0, n, n, n, 0, 1, 0, 0 
  0, n, 0, n, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, n, 0, 0, 0, n, 0, 0, 0, 0, n, 0, 1, 0, 0 
  1, 0, 0, n, 0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 
  

  ,     ,  
  2 : ,  ,  ,    .  

  .        
,      ,     

. 
  .    2  3 ,  

  .     . 
       

   . 
  ,        

 .     .   , 
,   : 

 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1, 2 
  n, 0, 1, 0, n, 1, 0, 0, n, n, 1, 0, 0, 0, 0, 0, 0, n, 0, 0, 1, 1, 0, 1, 1, 1, n, 2 
 

       ,  
 : 

 
  1, 0, 0, 1, 0, 1, 1, 0, 1, 1, 1, 1, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 
  0, 1, n, 0, n, 0, n, 1, 0, 1, n, 0, n, 1, 1, n, n, 1, n, 1, 1, n, 1, 0, 0, 0, 0 
  0, 0, 0, 1, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 
  1, 0, 0, 1, 0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 1, 1 
 

  ,      ,  ’  
      ’ .  

 ,      ,  ’    
 . 

   : 
 
  1, n, n, 1, n, n, 1, 0, 1, 1, n, n, 0, 1, n, n, 0, n, n, n, 0, n, n, n, 0, 1, 0 
  0, 1, n, 0, n, 0, n, 1, 0, 1, n, 0, n, 1, 1, n, n, 1, n, 1, 1, n, 1, 0, 0, 0, 0 
  0, n, 0, n, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, n, 0, 0, 0, n, 0, 0, 0, 0, n, 0, 1, 0 
  1, 0, 0, n, 0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 
  0, 0, 1, 0, 0, 1, 0, 0, 0, n, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 1 
  n, 0, 1, 0, n, 1, 0, 0, n, n, 1, 0, 0, 0, 0, 0, 0, n, 0, 0, 1, 1, 0, 1, 1, 1, n 
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METHOD OF MISSED ANSWERS  
PROCESSING IN RESULTS OF EXPERT   EVALUATION 

 

Relevance of the research topic. Expert evaluation today is widely used to 
solve decision-making tasks in the field of marketing, economic analysis and such new 
areas as prediction of the development of socio-economic systems. 

Target setting. The actual sample size is reduced, depending on the number of 
passes in the expert's responses and the chosen method for processing these passes, 
such as: weighing and substitution methods, logical method, filling in average or 
random values, replacing experts. The purpose of the work is to reduce the sample size 
loss while maintaining the accuracy of expert assessments by developing and using a 
new way of processing passes in the results of expert evaluation. 

The statement of  basic materials. This method suggests filling passed 
answers in expert evaluation by the average of  groups. For a breakdown into groups, a 
formal model is introduced: the respondent is the point of a multidimensional response 
space. In this space, the k-means algorithm is used. To determine the value of  k, use 
the elbow method. 

Conclusions. The proposed method for processing passes in the expert's 
answers allows to reduce the loss of sample size and to provide greater accuracy 
compared with the filling of the passes with average values. 

Key words: expert evaluation, filling of passes, sample volume, software, 
distributed data processing. 
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APPLICATIONS OF ARTIFICIAL NEURAL NETWORKS  
TO ALTERNATING CURRENT CIRCUITS MODELLING 

 

        . 
      .   

    "  ".  
 :   ,  , . 

.: 1. .: 2. .: 5. 
This paper deals with the problem of modelling AC electrical circuits. The 

objective of modelling is prediction of different properties of a given electrical circuit. 
The model used is a multilayer perceptron artificial neural network.  

Key words: artificial neural networks, electrical circuits, modelling. 
Fig.: 1. Tabl.: 2. Bibl.: 5. 
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. Lohvynchuk, O. Aleshchenko, O. Zalotnov 
 

APPLICATIONS OF ARTIFICIAL NEURAL NETWORKS  
TO ALTERNATING CURRENT CIRCUITS MODELLING  

 

Target setting. Scientists and engineers in the field of microelectronics are 
interested in the possibility of using fast and precise models to test their developments. 

Actual scientific researches and issues analysis. Existing approaches to 
modelling electrical circuits such as use of physical models or use of equivalent 
circuits generally require complex analytical calculations. These are very 
computationally expensive and cannot be implemented efficiently on modern 
equipment. 

Uninvestigated parts of general matters defining. Lack of standardized 
modelling tools and components libraries prevent this approach from being mass-used. 

Objective setting.  The goal of this paper is research on possibility of 
development of electrical circuit or particular component model, which would be 
computationally effective and demonstrate desirable precision. This work focuses on 
development of FET model. 

The statement of basic materials. The comparison between existing 
approaches and neural network modelling is done. The approach to decomposing of 
original task into abstract problem to be solved by neural network is described. The 
modelling results display satisfactory precision. 

Conclusions. The results obtained in this work demonstrate possibility of 
neural network usage for modelling electrical circuits or electrical components in a 
"black box" methodology: given a set of physical parameters, the model can predict 
various properties of a device that is being modelled. Further use of this approach is 
possible under condition of existence of standardized models for various standard 
electrical components and convenient tools to combine them. Also it is worth 
mentioning that other neural network structure such as radial basis neural networks 
also can be useful in this field. 

Key words: artificialneural networks, electrical circuits, modelling. 
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INTEGRATION MODEL FOR KNOWLEDGE  
REPRESENTATION FOR SEMANTIC WEB 

 

        -
-   ,       

       .     -
         

  -     Semantic Web. 
 :  ,  ,   , -

 . 
.: 2. .: -. .: 11. 

This paper presents an integration model for knowledge representation in 
natural language knowledge bases that allows to achieve good computational 
complexity of operations of adding and searching data in the knowledge base. The 
model can be used as an intermediate data structure between specialized text-based 
and knowledge-based systems in Semantic Web ecosystem. 

Key words: quantum of knowledge, knowledge base, natural language 
processing, integration approach. 

Fig.: 2. Tabl.: -. Bibl.: 11. 
 
Relevance of research topic. Creating of Semantic Web and instruments based 

on it has been a well-established area of research for at least last two decades. It 
remains an active topic, worked on as part of the “Web 3.0” by the W3C committee 
[1] as well as by independent researchers around the world. Despite this fact, there are 
still unresolved problems with fully implementing it [2], many of which are linked 
closely to the data model used in the underlying knowledge base. 

Formulation of the problem. Recent research in the field shows promising 
success in solving some of the underlying problems, namely mining existing Semantic 
Web for domain-specific tasks [3], fine-tuning user tools in order to retrieve more 
precise results [4] and creating knowledge bases both for raw natural language data [5] 
and structured knowledge [6]. However, there still remains the problem of 
coordinating different parts of the system to achieve cohesive structure of knowledge 
in it that would allow to coordinate processing of natural language data and structured 
knowledge. This paper proposes a new model for knowledge representation for natural 
language knowledge base to be used as a part of Semantic Web ecosystem. 

Analysis of recent research and publications. The Semantic Web 
technologies rely on various data models to store semantically interlinked knowledge, 
which together can be generalized as knowledge bases, most prominently ontologies, 
frame networks and semantic networks [7]. On the other hand, data structures for 
storing text information are mostly based on language-specific syntactical structure, 
such as parse trees, grammars and n-grams [8]. Both groups of models work with 
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fundamentally similar types of data, from words to texts in natural language models 
and from concepts to rules systems in knowledge bases, but they typically are not 
well-suited to handle the other type. 

Both knowledge bases and natural language data structures are used for various 
high-level tasks, but their functions can be typically brought down to the basic I/O 
operations of “read-write”. Taking into account specifics of aforementioned systems, 
these operations represent two major functions of a knowledge base: 

- reading, or searching and reading, knowledge according to a specific query; 
- writing, or adding new knowledge into an existing knowledge base. 
Both these functions require additional operations to be executed inside the 

system, and both natural language and structured knowledge bases introduce 
additional complexity to these operations.  

 

 
 

Fig. 1. Data flow in natural language and structured knowledge bases. 
 

Selection of unexplored parts of the general problem. Natural language 
knowledge bases rely heavily on parsing syntactic structure of the incoming text. This 
allows for easier addition of new information, as the knowledge structure of incoming 
text is by definition same as that of the knowledge base, but searching data over such 
base requires traversing all text-based data structures, which makes applying advanced 
searching algorithms very hard or outright impossible.  

Structured knowledge bases, on the other hand, provide rigid data structure that 
allows for effective searching, but require any incoming data to be adapted and 
possibly trimmed in accordance with this structure, making expanding the knowledge 
base an algorithmically and computationally complex task. 

This allows existing knowledge models to be efficient in certain tasks that 
demand good performance from only certain part of their functions, but effectively 
prevents any of the models to be used as an average ubiquitous solution. 

Presentation of the main material. In this work, a new model of combined 
knowledge representation is presented that allows to combine best parts of existing 
models while avoiding their downsides. The model is based on the ideas of integrated 
approach to modelling of human speech activity, described in [9–11], most notably the 
proposed basic semantico-syntactic structure, or BSSS, that represents a single 
“situation”, or quantum of knowledge in human brain.  

257ICSFTI2018Section 3. AI



Given that a single BSSS represents a single unit of knowledge, closely tied to 
corresponding sensory memories, and any fragment of text can be decomposed into 
several BSSS and relations between them, it can be used as an intermediate structure 
between knowledge bases of natural language and of structured knowledge. 

 
 

Fig. 2. Data flow in integration model knowledge base. 
 

This model allows to consolidate the knowledge itself in a single, universal 
structure, filled with BSSS’s and relations between them, that provides certain 
benefits compared to other approaches. 

First, like in structured knowledge bases, data is stored in structured, formally 
well-defined form, which allows for easier processing and automatic manipulation of 
this data. 

Second, like natural language knowledge bases, a model like this provides 
structural links between the contents of the knowledge base and structure of the text 
linked to these contents, which preserves easiness of adding new knowledge to the 
knowledge base from natural language text. 

Third, unlike the other approaches, in integrated knowledge base new 
knowledge is added to an existing structure without altering it – that is, complexity of 
expanding the base remains relatively constant regardless of its size and doesn’t 
require mandatory rebuilding of previously added data. 

It is also worth noting that an integrated knowledge base can be linked to 
separate natural language and structured knowledge bases, thus allowing to use 
language-specific language processing tools and domain-specific logic and resolution 
engine to enhance capabilities of the whole system. 

Conclusions. Future work will involve improving building links between natural 
language constructs, especially multi-word and artificial ones like abbreviations, and 
complex semantic concepts. More research is also required to create a linguistic 
processor capable of working with the data model presented in this paper. 
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TEXT LOCALIZATION ON IMAGES  
USING CONVOLUTIONAL NEURAL NETWORKS 

 

        
  .      

           
VGG-16.       ICDAR 2011  
ICDAR 2013. 

 :  ,  ,  , 
 . 
.: 1. .: 1. .: 3. 

This paper deals with the problem of scene text localization. Convolutional 
neural network was used for this task. Pretrained model based on VGG-16 was used 
for feature extraction. Datasets from ICDAR and ICDAR 2013 were used for training. 

Key words: text localization, image processing, computer vision, neural 
networks. 

Fig.: 1. Table.: 1. Bibl.: 3. 
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YaroslavKornaga, MykolaShymanskyi, Andrii Barabash 
 

TEXT LOCALIZATION ON IMAGES  
USING CONVOLUTIONAL NEURAL NETWORKS 

 

Target setting. Scene text recognition can have many use cases in computer 
vision systems and text localization is a major part of this problem 

Problem statement. Absence of effective method for text localization in natural 
scene images. 

Actual scientific researches and issues analysis. There are different studies that 
cover various approaches to text localization task such as usage of maximally stable 
extremal regions, symmetric features and others. 

Uninvestigated parts of general matters defining. This paper is dedicated to 
study and analysis of possibilities of deep convolutional neural networks for printed 
and handwritten text localization alike. 

The research objective. The task at hand is to create and train a neural network 
model that can be used for effective text localization on natural scene images. 

The statement of basic materials. This paper describes an architecture of a fully 
convolutional neural network that is proposed for the text localization task. The 
benefits of using pretrained models as feature extractors were described. Experimental 
results were presented. 

Conclusions. Proposed model provides an effective text localization for natural 
scene images. It can be used with text recognition systems for text extraction from 
images and its further processing. This model can be trained for both printed and 
handwritten text localization. 

Key words: text localization, image processing, computer vision, neural 
networks. 
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DIAGNOSTICS OF THE TECHNICAL STATE  
OF AUTOMOBILES USING THE ARTIFICIAL NEURAL NETWORK 
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In paper, the basic mechanics and principle of robotics of the automobile 
technical diagnostics of cars are rooted. It shows the need for new technologies for 
planning and implementation of technology performance in the field of forensic expert 
systems. The importance of writing an anchor analysis of diagnostic information in the 
form of neural units in the program of management is fixed. 

Keywords: self-propelled wheeled vehicle, dynamic loads, system of 
technical diagnostics, artificial neural networks, electronic control unit. 

Fig.: 3. Tabl.: 1. Bibl.: 5. 
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Yaroslav Kornaga, Yuri Tilnyak  
 

DIAGNOSTICS OF THE TECHNICAL STATE  
OF AUTOMOBILES USING THE ARTIFICIAL NEURAL NETWORK 

 

Relevance of research topic. In modern cars without computer diagnostics, it 
is impossible to determine the state of the car. Electronic circuits designed for control 
are equipped with a self-diagnostic system that is designed to inform the driver of a 
malfunction. In the process of operation of the car, in different modes (engine start, 
warm up, acceleration and inhibition, idle run), continuous reading of indicators of 
several dozens of sensors. 

Formulation of the problem. Analysis of the work of diagnostic systems of the 
technical condition of the car revealed a number of shortcomings: firstly, they do not 
take into account the dynamic load acting on the working bodies. Secondly, one of the 
main tasks of technical diagnostics is not fulfilled – the prediction of the technical 
condition of the car. Thus, it is relevant to predict the technical condition of the car in 
the process of performing its technological operations, that is, in the dynamics of work. 

Analysis of recent research and publications. Over recent years, there are more 
articles devoted to the technical diagnosis of self-propelled wheeled vehicles, in particular, 
due to the emergence of new methods for diagnosing the use of neural networks. 

Selection of unexplored parts of the general problem. This article is devoted 
to the study and analysis of the proposed approach for diagnosing the technical 
condition of cars. The research focuses on the study of the use of artificial neural 
networks and electronic control units. 

Setting objectives. Existing systems do not rely on machine learning and are 
only able to report the presence of errors in control units or mechanical elements. By 
using an artificial neural network, the service is able to determine when the fault will 
become critical. At the same time, the system will be able to specify the time interval 
during which it will most likely happen. 

Presentation of the main material. The necessity of introducing new technologies 
for planning and improving the efficiency of technical operation with the description of 
constructing an expert system based on technology using the capabilities of neural networks 
is shown. As an instrument for the practical solution of applied problems in the field of 
diagnosing and forecasting the performance of a self-propelled vehicle. 

Conclusions.The importance of improving the quality of analysis of diagnostic 
information by introducing artificial neural networks into the control unit program is 
substantiated. 

Keywords: self-propelled wheeled vehicle, dynamic load, system of technical 
diagnostics, artificial neural networks, electronic control unit. 
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MODELING AND RECOGNITION OF GESTURE OF HAND SKELETON 
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In this article, problems of modeling and recognition of a skeleton of a hand 
from image which is taken with one camera without additional sensors are considered. 
Detected  key points from the image with hand are using for the construction of a 
model of a hand from these points to classify it among the described gesture models. 
As a result, a system was developed, a system for finding key points of the hand using 
a neural network, which uses them, creates a prototype of the image of the hand and 
classifies the gesture model. 

Keywords: modeling of objects, convolutional neural networks. 
Fig.: 5. Bibl.: 4. 
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Vadim Mukhin,  
Yaroslav Kornaga,  

Andrii Liubivyi 
 

MODELING AND RECOGNITION  
OF GESTURE OF HAND SKELETON 

 
Target setting. The problem of modeling and recognizing gestures becomes 

more relevant in recent days due to the growing number of systems that a person can 
interact with using gestures.  

Actual scientific researches and issues analysis. Due to the emergence of new 
methods and approaches in the field of artificial intelligence, the topic of image 
recognition has become more relevant in recent years.  

Uninvestigated parts of general matters defining. This article is devoted to 
the study and analysis of the proposed approach for the recognition of models of 
hands. The research focuses on the study of the use of convolutional neural networks 
for detecting key points of the hand and constructing a model of the hand and 
recognizing this model. 

The research objective. The purpose of this paper is to investigate a system 
that will enable, using a convolutional neural network, to detect key points of a hand 
from one image, and then build a hand model to compare it with the described model 
gestures. 

The statement of basic materials. To detect key points, we use the 
Convolutional Pose Machines (CPM) architecture. CPM returns the heatmaps of each 
key point. 

CPM has implicit learning of the relationship between the image and the output 
of several key points at once, the close integration between learning and output and 
modular sequential design. At each stage of the CPM, images and heatmaps made in 
the previous step are received as input and are trying to correct and clarify the position 
of the key points on the hand. After detection of keypoints we construct and compare 
hand build with described models. 

Conclusions. The content, structure and parameters of the Convolutional Pose 
Machine (CPM) model used to determine heatmaps for finding points of a hand from 
one camera to solve the problem of finding the key points of the hand, and their further 
using for modeling and recognition of hand skeleton gestures are analyzed. The 
approach proved to be good for creating and recognizing hand models. 

Keywords: modeling of objects, hand, convolutional neural networks, 
classification. 
 

 

 

 

 

275ICSFTI2018Section 3. AI



UDC 004.8  
 ,   

 
.   

  ’    
   .  t-SNE. 

 

CLUSTERING. DECREASE OF DIMENSION  
OBJECT DESCRIPTION IN MASTER EDUCATION  
AND VISUALIZATION OF DATA. T-SNE METHOD 
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In this article, the question of clustering, reducing the size of the characteristics 
of the sample of input objects of analysis and data visualization using the t-SNE 
algorithm. A variant of possible improvement of this algorithm is proposed. For 
testing, Python language and the popular scikit-learn library are used. 

   Key words: machine learning, clustering, diminishing of the dimension of the 
sample of traits, data visualization, t-SNE algorithm. 

Fig .: 1 .. Bible: 5. 
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Yaroslav Podzirei, Pavlo Rehida 
 

CLUSTERING. DECREASE  
OF DIMENSION OBJECT DESCRIPTION  

IN MASTER EDUCATION AND VISUALIZATION  
OF DATA. T-SNE METHOD 

 

Target setting. People are primarily looking for opportunities to simplify the 
presentation of data without losing some important information. This article is devoted to 
one of the relatively young algorithms, which quite well copes with problems of this type. 

Formulation of the problem. Despite the fact that the t-SNE algorithm has 
proven itself well in the field of machine learning and data analysis, it nevertheless has 
certain disadvantages that are trying to be resolved in this article. 

Actual scientific researches and issues analysis. In recent years, there are 
more articles devoted to various modifications of the t-SNE algorithm, but most of 
these studies are aimed at increasing the speed of this algorithm, since it has one of the 
greatest difficulties among competitors. Most of the other disadvantages of this 
algorithm are not sufficiently studied at present. 

Uninvestigated parts of general matters defining. This article is devoted to 
the study of the potential of improving the t-SNE algorithm due to the possibility of 
using information about the markup and composition of the sample, as well as the 
ability to add new points in the sample to improve the visual result without 
recalculating all coordinates. 

The research objective. Modify the t-SNE algorithm and analyze its testing. 
General model structure. Usually in machine learning, we deal with rather high-

dimensional data samples, because very often the analysis of data is carried out 
simultaneously with respect to many parameters and it is impossible to avoid this in the era 
of technical development. But at the same time, we want to somehow look at these data, 
understand how they are arranged, what are the interrelationships there, which features are 
important, and which - no, how the classes relate to each other. There is a fairly large 
number of algorithms that help to carry out a certain characteristic of the data without 
diminishing the dimension, but such data are hardly perceived by a person, since we can not 
think in more than 3 dimensions. I would like to display the entire sample in two-
dimensional or three-dimensional space so that all the regularities in the data, all their 
structure, were immediately visible. For example, if the classes are strongly mixed with 
each other, some classes are allocated and they can be well separated from the rest, that is to 
hold the process of clusterization. Actually, this is the way we come to the task of data 
visualization: this is a special case of a nonlinear decrease in dimensionality, when the 
dimension of the space in which we try to design our sample is 2 or 3.To date, one of the 
most popular approaches to solving such a task class is the use of the t-SNE method (t-
distributed stochastic neighbor embedding). 

Conclusions. After analyzing the results it can be concluded that the given 
modification of the algorithm, at the moment, has a fairly good result for only a small 
amount of data. When input parameters are large, the result is not very clear, it is 
impossible to immediately see a clear clustering of objects, and accordingly, it is 
impossible to conduct a qualitative analysis of data. 

Key words: machine learning, clustering, diminishing of the dimension of the 
sample of traits, data visualization, t-SNE algorithm. 
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USING CHARACTER RECOGNITION METHODS  
TO DETERMINE THE AUTHENTICITY OF A PERSONAL SIGNATURE 
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The paper deals with the analysis and improvement of existing methods of 

character recognition to determine the authenticity of a personal signature. To do this, 
using neural networks, learning opportunities and increasing the accuracy of which, 
can effectively solve the problems of definition in terms of diversity and inaccuracy of 
handwritten signatures. The recognition system trains on the basis of repeated input of 
personal signatures and establishes the corresponding weights of the neural network. 

Key words: character recognition, convolutional neural networks, multilayer 
perceptron, network learning. 

Fig.: 4. Bibl.: 5. 
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Vadym Shchur, Viktor Steshyn 
 

USING CHARACTER RECOGNITION METHODS  
TO DETERMINE THE AUTHENTICITY OF A PERSONAL SIGNATURE 

 

Relevance of the research. For many years, signatures are a prerequisite for 
recognizing the truth of a person's personality in biometric systems of control and 
access control. The main advantage of using signature recognition as a verification 
method is the fact that most modern portable computers and electronic devices already 
allow the use of handwriting data, so there is no need to create fundamentally new 
devices for biometric information collection. At the same time, there are very few 
systems for recognition that can provide a high accuracy of recognition, while 
maintaining an acceptable level of efficiency. 

Target setting. The lack of character recognition methods that could provide 
sufficiently high recognition accuracy for determining the authenticity of a signature. 

Actual scientific researches and issues analysis. In recent years, there are 
more and more articles devoted to the verification of personal signature, in particular, 
due to the emergence of new methods for character recognition using neural networks. 
However, the proposed methods do not show sufficient effectiveness to meet the 
objectives. 

Uninvestigated parts of general matters defining. This article is devoted to 
the study, analysis and improvement of existing methods of character recognition. The 
research is focused on applying the resulting methods using neural networks. 

The research objective. The task is to improve the existing methods of 
character recognition, create a model, repeatedly entering personal signatures will 
identify the signature that belongs to the owner in the process of training the neural 
network. 

The statement of basic materials. To work with the definition of the 
authenticity of signatures, a convolutional neural network was chosen. This network is 
characterized by high performance and accuracy in working with images. Due to the 
convolutional layer of the neural network, the goal is achieved, the input parameters 
for the multilayer perceptron obtained across the entire image area. The training of this 
network occurs by the method of back propagation of the error, it makes it possible to 
configure the network by setting a new learning example each time. This will allow 
using this network to classify the signature and assign it to its class. 

Conclusions. Instead of the usual recognition by a multilayer perceptron, a 
convolutional neural network was used, which made it possible to improve the 
accuracy of the signature analysis. As the number of training samples increases, the 
probability of recognition increases accordingly. Therefore, with a large number of 
images, you can achieve a good recognition accuracy. But, on the other hand, this 
leads to a large expenditure of time for training, and the possibility of getting a 
malfunction. The question of increasing the effectiveness of this method requires more 
detailed study.   

Key words: character recognition, convolutional neural networks, multilayer 
perceptron, network learning. 
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METHODS FOR INTEGRATION OF ELAMENTS  
OF AGUMENTED REALITY WITH IMAGE RECOGNITIONSYSTEMS 

 

       -
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     Vision. 
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,  

.: 6. 
This article is focused on methods for integration elements of augmented reality 

with pattern recognition system. The research aims to describe the algorithms that adds 
elements of augmented reality to the image based on results from pattern recognition 
system and process video for creation of augmented reality using linear regression. 
Third party library Vision was used for face detection. 

Keywords: augmented reality, landmarks, projection, linear regression, 
approximation 
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METHODS FOR INTEGRATION OF AUGMENTED  

REALITY ELEMENTS WITH IMAGE RECOGNITION SYSTEMS 
 

The actuality of research. Augmented reality on mobile devices become very 
popular during the last couple of years. Mostly it related to increasing the performance 
of such devices. But still, there are issues with the processing of the video which 
requires image recognition for adding augmented reality elements. This issue is 
connected with the high complexity of image recognition that impacts on video FPS 
(frame per second) rate.   

Problem setting. The high complexity of image recognition which leads to low 
FPS of the output video. 

Target setting. Make investigation the problem of adding augmented reality 
element into photo and video. The aim of the research is to describe the algorithms that 
add elements of augmented reality to the image based on results from pattern 
recognition system and process video for the creation of augmented reality using linear 
regression. 

Main material description. During this research was conducted an 
investigation of possible ways for improving video processing and created an 
algorithm which combines image recognition for getting coordinates of required 
landmarks on the image with regression analysis for prediction of these landmarks for 
frames when we are not running recognition algorithms. Linear regression is used for 
cases when the object is moving on the linear trajectory in another case we run 
additional recognition and mark all previous landmark as inappropriate for regression 
analysis (fallback mechanism) 

Conclusions. This research describes algorithms for creation augmented reality 
based on results from image recognition system. The key purpose of video processing 
algorithms is reducing of the latency of output video and increase its FPS rate. 
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ELEMENTS OF THE INTELLIGENT SOFTWARE  
SYSTEM TO SUPPORT EDUCATIONAL PROCESS 

 

The article deals with the questions of building an intellectual information 
system to support the educational process. Some aspects of data analysis are discussed 
in planning and supporting educational activities. The algorithmic basis for organizing 
interdisciplinary connections is considered. Provides suggestions on time analysis of 
learning processes. 

Key words: algorithm, intellectual information system, support of educational 
process. 
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ELEMENTS OF THE INTELLIGENT SOFTWARE  
SYSTEM TO SUPPORT EDUCATIONAL PROCESS 

 

Relevance of research topic. The requirements for improving the educational 
activity, its flexibility and the ability to quickly adapt to current realities are promoted 
all over the world. 

Formulation of the problem. Limited human capabilities and the need to 
cover the vast amounts of information, knowledge and experience that accumulate 
over decades lead to the emergence of computer intelligence systems that can not only 
accumulate, but also analyze data and processes. The problem is the lack of ready-
made recipes for constructing such systems, in particular, in the field of educational 
activities. 

Analysis of recent research and publications. As a result of the analysis of 
literary sources devoted to the systems supporting the automation of the educational 
process, we can conclude that these systems are based on the platforms of database 
management systems; and the main function that is implemented in such systems - the 
storage and accumulation of curricula. 

Selection of unexplored parts of the general problem. This article is devoted 
to the coverage of algorithmic and methodological issues of automation of planning, 
designing and supporting the educational process by means of intelligent information 
systems. 

Setting objectives. It is necessary to search and develop methods and 
algorithms that allow to automate both routine and sufficiently creative aspects of 
planning and design. 

Presentation of the main material. The methodological and algorithmic 
aspects of building an intellectual information system are considered. The algorithm of 
control and regulation of interdisciplinary connections is proposed. The modification 
of Gantt charts is proposed. The main aspects of storage and analysis of time series for 
educational activities are highlighted. 

Conclusions. An approach to creating an intellectual information system for the 
support of the educational process is considered. The algorithmic and methodological 
basis for construction of elements of computer intellectual information system is 
proposed. Examples of implementation of separate functions of the educational 
process support system are given. 

Key words: algorithm, intellectual information system, support of educational 
process. 
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 4. GN (  , grid  cloud ). 
Section 4. GN (Global networks, grid and cloud systems). 
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   GOOGLE, AMAZON  APPLE  

 

QUESTION OF CLOUD APP CHOOSING  
ON GOOGLE, AMAZON AND APPLE ANALYSIS 

 

        
.        

 Google, Apple  Amazon .     
  .   AmazonAWS (S3), 

GoogleDrive  AppleiCloud. 
 : iCloud, Amazon, GoogleDrive, , AES. 

.: 3. .: 0. .: 4. 
The article deals with the choice of a software application for cloud technology. 

To begin with, it “uses” a set of data on the key features of Google, Apple and 
Amazon solutions. The choice is based on the analysis of key parameters. Amazon 
AWS (S3), Google Drive and Apple iCloud samples were considered. 

Key words: iCloud, Amazon, Google Drive, encryption, AES. 
Fig.: 3. Tabl.: 0. Bibl.: 4. 
 
Target setting. Cloud technologies become more and more demand in the 

world; people use storage services for documents, photo and another files so it’s 
important to have a file protection and fast downloading. Due to these facts cloud 
services are actual topic for discussion.  

Actual scientific researches and issues analysis. In connection to the 
invention of new methods and approaches in the field of cloud technologies, the topic 
of cloud choosing has become more studied in recent years. 

Uninvestigated parts of general matters defining. There are a lot of 
uninvestigated moments that should be opened. I am mostly going to focus on the 1TB 
to 2TB range for ease of comparison, and because that should address the needs of 
most users. I am also sticking with the big names. 

The research objective. The purpose of this paper is to investigate the 
applications of the iCloud, AMAZON AWS (S3) and Google Drive. As a solution, the 
article will focus on data protection and price comparison, on choosing the best 
application. 

 
The statement of basic materials. After your data reaches Google, it gets 

unencrypted then re-encrypted using 128-bit AES. While not the 256-bit algorithm that 
most other services use, this is still normal. This is done on-the-fly before the data is 
actually stored, which prevents the possible leakage of unencrypted data on their hard 
drives. The AES encryption keys that were used to encrypt data are then, themselves, 
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encrypted with a rotating set of master keys. This adds another layer of security by 
requiring a second set of encryption keys. 

Amazon offers what is called ‘Server Side Encryption’ for S3, or if user is 
looking at S3 bucket in the AWS console, it will be called ‘Default encryption’ under 
the properties sheet. Consumer can enable encryption simply by toggling a button in 
the UI and telling AWS how he/she would like the key to be managed. One option is 
AES-256 keys managed per bucket, and the other option is allow KMS — the AWS 
Key Management Service — handle key management. 

iCloud secures information by encrypting it when it's in transit, storing it in iCloud 
in an encrypted format, and using secure tokens for authentication. For certain sensitive 
information, Apple uses end-to-end encryption that provides high level of data security. 
Information is protected with a key derived from information unique to device, combined 
with device passcode. 

General model structure. The structure of the model was chosen to compare 
the level of security models. First is AMAZON: 

 

 
 

Fig. 1. Client-Side Data Encryption for Amazon S3 
 

Second thing is Google’s variant: 
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Fig. 2. Google Data Protection strategy 
 

Third thing is Apple’s variant: 

 
 

Fig. 3. iCloud Filesystem Data Protection 
 

Conclusions. The paper has demonstrated the ability of iCloud to be the best cloud 
based storage. It can be seen that the use of such service produces qualitative results. 
ICloud has enough data protection level and price is cheaper than competitors have. 

There are several directions for future work. One is to change the test 
protection’s model for all services, increasing the number of hidden units and adding 
more productive parts. Another is to create a completely new cloud scheme. These 
changes will definitely improve the results. It also would be interesting to test the 
hybrid model that consists of 3 templates. 
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PARTICLE SWARM OPTIMIZATION  
ALGORITHM FOR SHORTEST-PATH FINDING  

IN TELECOMMUNICATION NETWORKS 
 

      
    .  -

 ,       
    ,    

. 
 :   ,  , -

   ,  . 
.: 1. .: 1. .: 6. 

The paper presents a modified Particle Swarm Optimization algorithm for 
shortest-path finding in telecommunication networks. Due to introduction of several 
modifications, among them selective particle regeneration methodand a new version of 
priority-based encoding, the algorithm performance has been substantially improved.  

Key words: particle swarm optimization, selective regeneration, priority-based 
encoding, velocity reinitialization. 

Fig.: 1. Tabl.: 1. Bibl.: 6. 
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 SR PSO SR MPSO 

1 50 500 0.8655 0.9008 
2 60 720 0.8207 0.9164 
3 70 980 0.8281 0.9161 
4 80 1280 0.8260 0.9269 
5 90 1620 0.8298 0.9054 
6 100 2000 0.8646 0.9390 
7 110 2420 0.8571 0.9218 
8 120 2880 0.8701 0.9018 
9 130 3380 0.8750 0.9224 
10 140 3920 0.8361 0.9099 
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,        0.9.  

  ,       
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Maksym Bondarchuk,  
Yury Zorin 

 
PARTICLE SWARM OPTIMIZATION ALGORITHM FOR  

SHORTEST-PATH FINDING IN TELECOMMUNICATION NETWORKS 
 

Relevance of research topic. In our time it's hard to imagine life without 
telecommunication networks. The Internet, which is a telecommunication network, is 
expanding every day by engaging thousands of new users. Even though almost all the 
planet corners are covered by the network, in many places there is still a small 
bandwidth of the network. In this case, an effective solution to the problem of finding 
the shortest paths between the given nodes is an extremely important task. 

Target setting. The lack of well-researched methods for solving the problem of 
premature convergence of the particle swarm algorithm and its application to the 
problem of the shortest path finding in networks made it an actual topic.  

Actual scientific researches and issues analysis. In recent years, meta-
heuristic algorithms are of increasing researchers interest. In particular, the application 
of such algorithms as Simulated Annealing, Ant Colony Optimization and others to the 
solution of the shortest paths finding problem in the network have been proposed. 

Uninvestigated parts of general matters defining. The paper is devoted to the 
study of the particle swarm algorithm modifications and its application to finding the 
shortest path in the network. Despite the fact that a sufficiently large number of 
modifications of the particle swarm algorithm has been proposed, insufficient attention 
to the issue of improving cognitive behavior has been paid. 

The research objective. The lack of well-studied methods for solving the 
problem of premature convergence of the particle swarm algorithm and its application 
to the problem of finding the shortest path in networks make it an actual topic. 

The statement of basic materials. After a thoroughanalysis of the original 
particle swarm optimization algorithm analysis performed an introduction of the 
following modifications: selective particle regeneration, velocity reinitialization, 
construction factor method, particle killing method and priority-based encoding 
technique have been proposed. Computer experiments have shown that all the 
modifications combined give around 8% in success rate improvement. 

Conclusions. The test results have shown that the proposed algorithm has better 
performance compared to the original one. The objective of further research may be 
modifications of the algorithm associated with the use of noising metaheuristics. 

Key words: particle swarm optimization, selective regeneration, priority-based 
encoding, velocity reinitialization. 
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A METHOD FOR ORGANIZING MULTIPATH  
ROUTING USING PARTIALLY-OVERLAPPING PATHS 
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In this work  we propose a modified wave algorithm for finding paths, which 
can improve the bandwidth and provide a more optimal load balancing of network. 
The basis of this algorithm is the search and use of partially overlapping routes. 

Key words: multipath routing, wave algorithm, partially-overlapping path 
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O. Kaliuzhnyi, Y. Kulakov, M. Dibrova 
 

A METHOD FOR ORGANIZING MULTIPATH  
ROUTING USING PARTIALLY-OVERLAPPING PATHS 

 

Relevance of research topic. Expanding the scope of computer networks and 
increasing their load requires higher requirements for the quality of service and the 
using of available resources. This work is devoted to the method of organization of 
multipath routing as one of the ways to improve network performance. 

Target setting. Improving existing multipath routing methods using partially-
overlapping data paths. 

Actual scientific researches and issues analysis. Modern methods of 
generating a set of paths are based on algorithms like  search in depth, search in width, 
or combinatorial methods. Most such routing algorithms are designed to find non-
overlapping routes, which in turn can not fully utilize all network resources. 

Uninvestigated parts of general matters defining. This article is devoted to 
the method of organization of multipath routing using partial-overlapping routes. The 
research focuses on the routing algorithm, which can find partial-overlapping routes. 

The research objective. The task is to develop a routing algorithm that will 
find a plurality of partially-overlapping paths in the network and will be optimal in 
time complexity. 

The statement of basic materials. An analysis of existing multipath routing 
algorithms has been carried out. A modification of the wave algorithm is described, for 
the possibility of finding partial-overlapping paths. A block diagram of the developed 
algorithm is presented. 

Conclusions. The algorithm presented in the work is characterized by less 
temporal complexity in comparison with the classical algorithm used in modern 
networks. Using the developed algorithm will significantly improve the use of 
available network resources while maintaining the speed of its work. 

Key words: multipath routing, wave algorithm, partially-overlapping paths 
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The article proposes a model for constructing a user interface using the 

microservice architecture. The proposed model allows aggregating several small user 
interfaces into one larger interface which is usefulfor modern web applications. 

Key words: microservice architecture, microservice, user interface, iframe 
Fig.: 1.Bibl.: 2. 
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Andrii Bugai,  
Oliinyk Volodymyr 

 
MODEL OF USER INTERFACE  

DEVELOPMENT USING MICROSERVICE ARCHITECTURE 
 

Target setting.  Due to cloud technologies are becoming wide spread for the of 
web applications development, the microservice architecture is becoming popular as 
well. This approach has a number of benefits and is mainly used to develop server side 
of web applications. As soon as requirements for modern user interfaces are becoming 
more difficult, the same microservice approach is may be used to solve user interface 
issues. This work is devoted to the development of an approach for developing user 
interfaces using the principles of microservice architecture. 

Analysis of existing solutions. Currently, the most common way to merge 
multiple user interfaces within a single web page is to use the iframe technology. This 
approach has a number of drawbacks. 

Formulation of the problem. The task is to propose a web application model 
that implements the principles of a microservice approach for building a user interface 
that will allow to aggregate distributed interfaces into a single web application. 

Main results. The model consists of a few main modules including a set of 
small applications with user interfaces (microservices) that need to be aggregated into 
one large web application, aggregator of microservices, router and template modules. 
The entire solution allows to create a single web page from several microservices. The 
routing module implements a mechanism for finding the correspondence between 
names of the microservices and their URLs. The template module allows to 
dynamicalcreation of a markup page to fill its user interfaces with the corresponding 
microservices. 

Conclusions The paper proposes an approach for solving the problem of 
combining user interfaces in a single web application. The proposed approach allows 
implementing the principles of the microservice approach for building a user interface 
avoiding the disadvantages of using the iframe technology. 
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MODIFICATION OF ENERGY SAVING  
TRAFFIC MANAGEMENT ALGORITHM IN  

HYBRID MAINLINE SDN/IP NETWORKS 
 

      HEATHE. 
        

           . 
 : SDN, HEATHE,  , -

, . 
.: 3. .: 1. .: 13. 

This article is devoted to the study and modification of the HEATHE algorithm. 
Improvement is focused on the output algorithm represented by the graph of the 
network in the presence of the search function of neighbors in the region and the 
distribution function of the flow. 

Key words: SDN, HEATHE, modification of the algorithm, energy saving, 
traffic. 

Fig.: 3. Tabl.: 1. Bibl.: 13. 
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MODIFICATION OF ENERGY  
SAVING TRAFFIC MANAGEMENT ALGORITHM  

IN HYBRID MAINLINE SDN/IP NETWORKS 
 

Relevance of research topic. Due to the rapid spreading of cloud-based 
technologies in the private and business sectors and, consequently, the high growth 
rates of network traffic, more and more networks require centralized, programmable 
management tools to effectively manage traffic. Taking into account also the sector of 
mobile devices that have become regularly used for access to cloud storage, there are 
problems of network complication and the need for more flexible regulation. 

Formulation of the problem. Absence of determined, optimum solution to the 
problem of energy-saving traffic management in hybrid SDN/IP networks, numerous 
ways of available algorithms’ improvement.  

Analysis of recent research and publications. One of the proposed solutions 
is HEATHE, a heuristic algorithm, which provides an opportunity to calculate the 
traffic separation factor in polynomial time. 

Selection of unexplored parts of the general problem.The original HEATHE 
is a heuristic algorithm, which gives an opportunity to consider ways to optimize it in 
different ways and directions. 

Target setting. We propose a modification of this algorithm, which consists in 
minimizing the computational complexity of the algorithm in general, and the function 
of searching neighbors in the region in particular, by using an additional variable in 
the node routing tables, that are supporting the SDN. 

The statement of basic materials. By excluding repetitive calculations of the 
shortest path tree from Neighboring Region Search Function, we significantly reduce 
amount of computations performed and thereby speed up the whole algorithm. Latter 
can be proven by software simulation, which has showed performance acceleration of 
the modified HEATHE algorithm by 20-30% depending on the network size. 

Conclusion.As a result of the research, it can be argued that the application of 
the modified HEATHE algorithm using the variable for storing the total weight of the 
path in the routing table gives an advantage over the original algorithm in speed, 
requiring only a small amount of memory for data storage while decreasing its 
computational complexity. Although various tests and comparison have been taken to 
highlight the benefits of improved version, considering the heuristic nature of the 
HEATHE algorithm, one can also argue the expediency and effectiveness of the 
proposed modification of the original concept. 
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MOBILE APPLICATIONS QUALITY ISSUES BASED ON TESTING 
 

       .  
   ,      

  ,       
    .    

 Given-When-Then, Behavior Testing, Fuzz testing  Performance Testing. 
: , Given-When-Then, Behavior Tests, Fuzz tests, 

Performance Tests. 
The paper deals with the issues of increasing quality of mobile applications 

using testing. As main testing types used Given-When-Then, Behavior Testing, Fuzz 
testing and Performance Testing. All these testing types cover testing separate modules 
of application, testing the behavior of whole application and testing application under 
unexpected cases of usage. 

Key words: testing, Given-When-Then, Behavior Tests, Fuzz tests, Perfor-
mance Tests. 

 
Target setting. Due to growing number of mobile applications appeared last 

time, the question of their quality has become the main thing to think about.  
Actual researches and issues analysis. During last time some big companies 

made this topic one of the most discussed at their conferences, but it’s still isn’t 
covered enough. 

Uninvestigated parts of general matters defining. There is a huge lack of 
works, describing Fuzz and Performance testing of mobile applications. Moreover, 
even usual Given-When-Then and Behavior tests remain investigations. And the 
biggest gap in all these investigations in connections all this different testing types into 
one stable ecosystem. 

The research objective. The purpose of this paper is to investigate mobile 
applications testing types and their combination. As a solution, the article will focus on 
creating one single ecosystem of different testing techniques which can show as much 
as possible bugs of mobile applications. This approach will help all the developers to 
increase the quality of their applications and reduce the number of application crashes. 

The statement of basic materials. In general, testing is a process of writing 
some code, which runs app modules or the whole app, performs some actions, collects 
results and checks their equality to the expected result, provided by developers [1]. 
Testing can be divided into several types. The main testing types, applicable to the 
most popular mobile operating systems, iOS and Android, are: 

1. Unit testing - tests individual parts of code for correctness, using an automated 
test suite. A good unit test assures the functionality expecting out of the unit is correct. A 
good unit test is repeatable, fast, readable, independent and comprehensive. 

2. Given-When-Then testing - similar to unit testing, but declares strong format 
of test, which must be inherited to achieve the proper result.  
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3. UI Testing - takes a flow that the user might follow and ensures it produces 
the right output. Can be performed both on real devices or emulators and simulators. 
Given the same state, the UI test always must produce the same output. The input to 
the test in the user clicks and the output is the screen. 

4. Behavior testing - very similar to UI testing, but instead of testing the whole 
user flow, test small user actions. 

5. Fuzz testing - unit tests and UI tests are user to ensure that the expected 
output happens when the expected input is used. However, users can be unpredictable 
and can do unexpected things. For such cases comes the fuzz testing. It introduces a 
random stream of events into app and records result. It’s a stress test which simulates 
random presses on the screen. This is very similar to UI testing, but it has no input and 
it doesn’t check some defined user flow. 

6. Performance testing- gathers performance metrics of the app to ensure that 
application doesn’t take up device resources. This metrics include network usage, 
memory usage, battery drain. 

7. Continuous Integration is a tool to collect all the above techniques into one 
flow. It is a command line tool, which is hosted on external server and observes 
application repository. When a developer performs commit, this tool takes the 
application from this commit and performs all the tests. If all of them are success, then 
the tool pushes all the changes to remote. In other case, it notifies the developer, that 
something is wrong with the app and must be fixed before pushing [2].  

 
Table 1 illustrates all the testing types and native frameworks, used on iOS and 

Android platforms for these types of testing [3]. 
 

Table 1 
Testing types and native frameworks 

 

Testing type iOS native framework Android native framework 

Unit testing XCTest JUnit 

Given-When-Then testing - - 

UI testing XCUITest, Xcode  
UI Test Recorder 

Espresso, Espresso Test 
Recorder 

Behavior testing - - 

Fuzz testing - - 

Performance testing Instruments  
(only for collecting data) 

Android Monitor  
(only for collecting data) 

Continuous Integration - - 
 

As the table shows, native testing frameworks on each platform don’t provide 
developers with all the required tools to performs full mobile application testing. 
Moreover, the don’t provide anything to perform Given-When-Then testing and are 
not suitable for Behavior Testing [4].  
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The correct testing frameworks. The correct testing frameworks must include 
all the required tools to perform all the given testing types. To achieve these 
requirements, were developed next frameworks. 
 

Table 2 
Developed frameworks for testing 

 

Testing type iOS framework Android framework

Unit testing Quick+Nimble JUnit

Given-When-Then testing SwityGWT KotlinGWT 

UI testing XCUITest, Xcode UI Test Recorder Espresso, Espresso Test Recorder

Behavior testing Quick+Nimble KotlinBDD 

Fuzz testing UI AutoMonkey monkeyrunner 

Performance testing New Relic Mobile New Relic Mobile  

Continuous integration Jenkins Jenkins

 
Experiments. To check developed frameworks, was developed a small notes 

application. After that, one it’s copy was covered by 30% using native frameworks of 
each platform. The real usage of this app showed ten crashes per week for one thousand 
users. The result seems to be not bad, but testing app with developed frameworks leads 
to 50% code coverage and only one crash per week for one thousand users. The 
difference is big even at this point, but scaling app to ten thousands users leads to one 
hundred crashes per week for the version, tested by native frameworks, while the 
version, tested with developed frameworks achieved the result of ten crashes per week.  

Conclusion.  The paper has demonstrated the ability of proper testing to 
decrease number of crashes of mobile application up to ten times even on the small 
audience. The developed frameworks can be used with any application and don’t 
required lots of time to develop all the test types. Using such combination of 
frameworks together with continuous integration produces qualitative results.  

There are still several directions for future work. One is to develop frameworks 
for UI Testing for both platforms to detect different UI bugs of applications. Another 
is to increase simplify setup of all these frameworks and continuous integration. These 
changes will definitely improve the result. 
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APPLICATION OF FINE-GRAINED PARALLELISM FOR INCREASING 
THE EFFICIENCY OF PARALLEL AND DISTRIBUTED COMPUTING 
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The paper deals with the issues of increasing the efficiency of computations in 
multi-core computer systems due to the application of fine-grained parallelism, 
separately or as part of middle-grained parallelism. 

Key words: core, thread, parallelism, granularity, fork-join. 
Fig.: 4. Tabl.: 2. Bibl.: 5. 
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Demchyk Valerii, Korochkin Aleksandr 
 

APPLICATION OF FINE-GRAINED PARALLELISM FOR INCREASING 
THE EFFICIENCY OF PARALLEL AND DISTRIBUTED COMPUTING 

 

Relevance of the research. Solving the issue of organizing efficient parallel 
and distributed computing is one of the key stages in designing modern software for 
multi-core computer systems. At the same time, one of the key points in the solution of 
this issue is the choice of the grains of the applied parallelism, which can have a 
significant impact on the time of work. 

Target setting.  The lack of comparative studies on selection of a parallelism 
degree of granularity to solve specific mathematical problems that require significant 
computation, and tools that implement parallelism. 

Actual scientific researches and issues analysis. In recent years, there are 
more articles devoted to the parallelism of varying degrees of graininess. However, 
approaches to apply fine-grained parallelism is still not well understood. 

Uninvestigated parts of general matters defining. This article is devoted to 
the comparison and analysis of the issues of the efficiency of the application of 
parallelism of different degrees of grains, organized by various means when applied to 
multicore computer systems. The research of the effectiveness of the proposed 
proposed approach of combined parallelism is also being conducted. 

The research objective. The task is to develop a package of programs for 
matrix operations using the OpenMP library, the C # languages and Java, to implement 
each operation in several variants, using a parallelism of varying degrees of grainy. 
Conduct testing of developed programs. 

The statement of basic materials. The comparative characteristic of the main 
means of organizing parallelism of different degree of grains is carried out. The 
description of its own proposed type of parallelism is given. Testing of programs for 
parallel computer systems with application of different granularity of parallelism is 
carried out. 

Conclusions. The application of fine-grained parallelism proved to be the most 
effective approach to the organization of parallel computing. The approach suggested 
in the work has shown its efficiency and permissions to increase the acceleration 
factor. At the same time there is an increase in speedup coefficient with an increase in 
the volume of processed data, which is one of the most important arguments of the 
expediency of this approach in multi-core systems.   

Key words: core, thread, parallelism, granularity, fork-join. 
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WAY OF COMPUTATIONAL RESOURCES  
MONITORING IN SOFTWARE-DEFINED NETWORKS 

 

.    ,    
 .    -   

(SDN).          
      REST API   

   SDN.  SDN        
    .  

 : -  , SDN , 
,  , , 

.: 2, .: 0, .: 5 
Annotation. The paper deals with the cluster, in which there is a running 

distributed application. The cluster is located in the software-defined network (SDN). 
Widely adopted tools for server monitoring are used for data retrieval about free and 
occupied resources and their REST API is used for transferring the data to the SDN 
controller. SDN controller receives the data and makes the decision based on this data 
about changing the network configuration. 

Key words: software-defined networks, SDN controller, monitoring, 
monitoring agent, scaling. 

Fig.:2, Tabl.: 0, Bibl.: 5 
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Jurij Kulakov,  
Jevghenij Lopushen,  

Ruslana Berest 
 

WAY OF COMPUTATIONAL RESOURCES  
MONITORING IN SOFTWARE-DEFINED NETWORKS 

 

Target setting. The goal of the paper is to develop a universal way to monitor 
available resources in the SDN, which will allow the controller to obtain such data. 

Actual scientific researches and issues analysis. The number of requests from 
users of the application is not constant, for example, during work hours, the load 
increases significantly, which can lead to delays in the work. At the same time, with 
less load it is not expedient to hold excess resources. Uninvestigated parts of general 
issues defining.Existing cluster monitoring methods do not support work with 
software-defined networks, but can integrate with the controller through the API. 

The research objective. There is a need to come up with a way to monitor 
available resources in the software-defined networks, which will provide an 
opportunity to receive up-to-date data on the load of hosts on the network. The 
availability of such data makes it possible to configure the routing on the controller in 
such a way as to distribute the load evenly and prevent the host to reject the traffic, and 
in case of absence of resource demand - to disconnect the host from the network. 

Ways of monitoring implementation in SDN.The proposed method is based 
on the main advantages of software-defined networks: the ability to reconfigure the 
network by editing the routing table through the controller API, and the ability to 
expand the controller functionality using plug-ins. 

SDN reconfiguration algorithm.When a certain level of load is reached, the 
controller decides to change the topology of the network: the reconfiguration of the 
routing tables in such a way that traffic is allocated to less loaded nodes. When the 
value of the criteria of the nodes load drops to certain values, the nodes are 
disconnected from the software-defined network. 

Conclusions. The paper suggested a way of resources monitoring in the cluster 
that resides in software-defined network.  

Key words: software-defined networks, SDN controller, monitoring, monito-
ring agent, scaling. 
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Summary. This article discusses the concept of ultra-fast data processing with 

the help of DBMS with the structure of In-Memory Data Grid. This technology is 
more effective for many tasks, which are based on the decision of the issues of speed 
and performance. Also, some arisen  problems  with the use of this technology are 
considered, and ways of their solution are suggested. 

Keywords: DBMS, Big Data, processing speed, data processing system in 
operational memory, dynamic load of classes. 
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METHOD FOR STRONG REMOTE USERS  
BASED ON GALOIS FIELDS ALGEBRA 
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. 

.: 5. 
The new method for implementation of theoretical strong autentification of 

remote users based on zero-knowledge conception is presented. The proposed method 
consist of using of mathematical operation of  exponentiation on Galois fields instead 
of modular exponentiation. It allows to speed up of identification process for hardware 
implementation. The technology of mathematical transformations whose are provided 
by proposed method are set forth clearly. A numerical example for designed 
procedures of  user registration. 

Key words: zero-knowledge conception, remote users identification, users 
authentication, irreversible transformation in Galois fields. 
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,      FFSIS(Feige Fiat Shamir Identification 
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         . 
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   GF(2v)      u, u h=2d-1 
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(3)
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     M(x) =p(x) g(x) = x8 + x3 + x2 + x + 1,  

    m=271.    u  ,  0<u h-
1, , u = 28,  up = 140.  (up)|h+1 rem m =  (2813)|32 rem 271 = 140. 

,  -   w(x),   GF(2d)  
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(4)
       w    l: 0 <w<l, 
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271 = 215,    (3) w g.    (3)  (4)   
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METHOD FOR STRONG REMOTE USERS 

BASED ON GALOIS FIELDS ALGEBRA 
 

Acute problem. A particularly acute problem, is the problem of fast algorithms 
for identification architectures based on the concept of “zero – knowledge” in mobile 
devices and embedded microcontrollers, with limited energy consumption possibilities, 
that are commonly end user devices. In this context, the problem of acceleration of user 
identification based on zero knowledge is imminent and has a wide range of practical 
applications.  

Target setting. FFSIS is a relatively simple and at the same time sufficiently 
effective scheme for the identification of the subscribers of multi-user systems, on the 
basis of which a number of more practical to use modified algorithms have been 
proposed. In the attempts of using this scheme in practice, the main disadvantage of 
FFSIS is the need for a large number of data exchanges during the user identification 
process, which noticeably loads the communication channels used. Other existing 
identification schemes, which implement the zero knowledge concept, require a 
substantially smaller volume of data transfers, but the procedures provided by them 
involve large computational complexity, since instead of the operation of squaring, 
they use the modular exponential operation.  

Actual scientific researches and issues analysis. In literature identification 
methods, which satisfy the first three of the given requirements are classified as 
“strict”, in contrast the remaining schemes that are classified as “weak”. In the class of 
the weak schemes belong, for example, the procedure of identification which used in 
the UNIX operating system. This procedure involves the storage in the system of only 
the hash value of the passwords of users, that, with the use of the one way hash 
functions, excludes the possibility of the reproduction of password of the system; 
however, passwords themselves do not change, which makes it sufficient simple to 
intercept them. The class of strict procedures is principally composed by methods of 
identification that are based the concept “zero knowledge”. The most commonly 
known of these methods are the FFSIS (Feige Fiat Shamir Identification Scheme) [3], 
Guillou- Quisquater [4] and Schnorr identification schemes [5].  

Uninvestigated parts of general matters defining. The main disadvantage of 
known identification schems consist of that  schemes demand a significantly smaller 
volume of data exchanges compared to the FFSIS, but their implementation involves a 
significantly large computational volume, as the squaring operation has been replaced 
by the modular exponentiation. The FFSIS is considered more economic in terms of 
the volume of the calculations involved, but its application demands several cycles of 
information exchange.  

The research objective. The purpose of this research is the development of a 
modified architecture for zero knowledge user identification, which involves 
significantly smaller computational complexity and increases the speed of identification 
with software and hardware implementations.  

The statement of basic materials. The proposed method, contrary to existing 
techniques uses a single session for the registration between the user and the system. 
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Conclusions. In this paper, zero – knowledge user authentication using non – 
reversible transformation in Galois fields was investigated and a scheme for such 
authentication was proposed. For this purpose a theoretical study was conducted of the 
properties of specific cycles that appear during exponentiation in the context of special 
cases of Galois fields. The theoretical results enabled the development of procedures 
for the registration and authentication of remote users. It was theoretically determined 
that the level of security attained does not differ from existing zero knowledge 
systems. The principal advantage of the proposed method is the possibility of 
achieving significantly higher rates of authentication. This increased rate is of vital 
importance in current applications with ever growing numbers of system users and the 
necessity for remote information processing. Maximum effectiveness of the proposed 
method is attained by implementation in hardware. 

Key words: zero-knowledge conception, remote users identification, users 
authentication, irreversible transformation in Galois fields. 
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METHOD FOR MULTIPLE ERRORS CORRECTION  
IN SPECTRAL MODULATION DATA TRANSMISSION CHANNEL  

 

      -
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    .   
The paper is dedicated to the efficiency improving of double error correction of 

data transmission in channels with spectral modulation by simplifying and accelerating 
the computations associated with error correction. 

The paper presents a theoretically grounded and investigated approach of 
double errors correction in channel with spectral modulation based on positional 
correcting sums that allows to determine the positions of distorted symbols and their 
distortion vectors without enumeration through all the symbols of block. 

Key words: multiple data transmission errors, error detecting, error correction, 
coding errors, weighted checksums, cyclic and linear redundancy correcting codes. 
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:  
 ,      

   ; 
 ,       

  ; 
 ,      

  .  
   : 

1.  ,       
 ; 

2.    ,   ; 
3.  ,   .  

    :  
1.       

   ,  
2.        

, 
3.     .  

        
    ,     

 .  
        

       
.       

     ,  
   ,         
.     ,   ,  

 ,   .  
        

       ,   
      .  

 ,    B  n=2k-1 m-  
  B={X1, X2,...,Xn},  j-  (j {1,..,n}   Xj  

     m : Xj={xj1,xj2,...,xjm}, i {1,..,m}: 
xji {0,1},    km   ,  

  h   :  
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 (1)
        

     -  [4].    
   ,      h 

      2 h  . 
      :  

(2)
 ,    (2),   

   -    .  
    -   [3]  

   .   ,   ’  
     ,     , 

      , 
  ,    

  n  .  
 0      -  

 : 
(3)

 tm-      , tXOR-    
   2. ,      m 

      2,    
  O(8 h n m). 

    ’     h  
          

, ,       [3]: 
 (4)

,   , ’    
  O(n m h2).  

    .   
   ,     , 

  -        
       . 

 .      
         

   . 
        

 .    B  
n=2k-1 m-    B={X1, X2,...,Xn},  j-  (j {1,..,n} 
  Xj       m : 

Xj={xj1,xj2,...,xjm}, i {1,..,m}: xji {0,1}. 
        

  ,       
  ,    2 k+1 : . 

C={C0,C1,C2,...,Ck, S1,S2,...,Sk}.  
   .   
  0        2 

  : 
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 (5)
 j-    Xj  B      

 k-  : j = j1 + j2 2 + j3 22 +...+jk 2k-1.   1 
        2   

 ,      :  
 (6)

,  l-     Cl, l = 1,...,k 
     2      , l-  

    : 
   S1,S2,...,Sk   

  .  

  (Y) m-   Y={y1,y2,...,ym},  j {1,2,...,m}: 
yj {0,1}   h-  (h= log2m  )  Z={z1,z2,...,zh}, , 

  z1          
   Y: 

 (8) 
  z2    Z      

    Y,       ,  
 z3        2     Y, 
      . , l-   zl, 

l {2,3,...,h}       :  
 (9)

,  Y={1,0,1,1,0,1,0,1},  z1 = 1 0 1 1 0 1 0 1=1, z2 = 
0 1 1 1 = 1, z3 = 0 1 0 1 = 0, Z= (Y) = {1,1,0}.  

     (Y)   ,   
-    Y     .  

 l-   Sl  , l=1,...,k  
     2     

   , l-         
,   : 

 (10)
       

  .     7-  ,  
    :  = {0101, 1011, 1100, 1001, 1111, 1101, 0011}. 

     m=4,     n=23-
1=7,       k=3.  

    C0  (1)    
: C0 = 0101 1011 1100 1001 1111 1101  0011 = 1010.  1 

  (2)     ,    
  : 1 = 1 3 5 7 = 0101  1100 1111 0011 = 0101. 

,  2        
    : 2 = 2 3 6 7 = 1011  

1100 1101 0011 = 1001.   3      2 
,      : 3 = 4 5 6 7 = 

 (7)
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1001  1111 1101 0011 = 1000.      
: { 00,01,10,10,00,11,10}.   (2.15)  S1    

   ,      
    , : S1= (X1) 1 (X3) 3 (X5) 5 (X7) 7 = 

00 001  10 011  00 101  10 111 = 0110  1110 = 1001. , 
S2= (X2) 2 (X3) 3 (X6) 6 (X7) 7 = 01 010  10 011  11 110  
10 111 = 010  110  1010  1110 =0; S3= (X4) 4 (X5) 5 (X6) 6 (X7) 7 = 
10 100  00 101  11 110  10 111 = 1000  1010  1110 = 1100.  

         
      .   

 ,      CS,0, CS,1, CS2,...,CS,k, SS,0, 
SS,1, SS2,...,SS,k,    ,    -

 ,  CR,0, CR,1, CR2,...,CR,k, SR,0, SR,1, SR2,...,SR,k.    
      : 

 
 

 
(11)

,   ,         
 ,    : j=0,...,k: j=0.  

     q-   , q {1,2,...,n},  
     XR,q     

  XS,q , ,    Xq = XR,q XS,q  0. , 
          

: 0 = Xq, j {1,2,..,k}: j= 0,  j-   qj  q  
: qj = 0 i j= Xq,  j-   qj  q  : qj = 1. 
 ,    k+1  0 1,..., k   

   : Xq = 0   q1,q2,...,qk  q 
   : j {1,2,..,k}: qj = 0  j=0, qj= 1,  

j  0. ,      : Xq 
= XR,q Xq.        

: j {1,2,..,k}: j {0, 0}.  
      ,     

  q  p,  p <q,      
 q  p,       Xq  Xp.  

        
,  Xq Xp,     .   

           
: 0 = Xp Xq  0.  j-  , j {1,2,..,k},  k 

      4 :  
 j = 0,  j-   qj  pj  q  p  : qj = pj = 0;  
 j = 0 = Xp Xq,  j-   qj  pj  q  p  
: qj = pj = 1;  
 j = Xp  j-   qj  q  ,  j-   pj 
 p  : qj = 0, pj = 1;  
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 j = Xq  j-   qj  q  ,  j-  
 pj  p  : qj = 0, pj = 1. 

    . , 
   q  p     

   : 
1.   j     k: j = k,  f 

  ,     q  p   
: f=0.  

2.  j = 0,  j-   p  q   , pj = 0, qj = 0. 
  .6. 

3.  j = 0,  j-   p  q   , pj = 1,  
qj = 1.   .6. 

4.  j 0, j  0 i f = 0,  j-   q   
, j-   p   , qj = 1, pj = 0, Xq = j i f=1 

  .6. 
5.  j 0, j  0 i f = 1, ,  j = Xq , j-   q 

  , j-   p   , qj = 1, pj = 0, 
 j-   p   ,  j-   q -

  , pj = 1, qj = 0.   .6. 
6.      j = j – 1.  j > 0,  

  .2. 
7.   Xp = 0 Xq.   

: Xp= XR,p Xp; Xq= XR,q Xq. . 
    ,    

,   q  p ’  ,  q>p,    
,     ,   q  ,  

  p  .  ,  ’  
 .4   ,     

q-   - Xq.  
        

  ,        
  .  ,      

  4-   6-   ( q=6, p=4),     
  Xp= 1100,   Xq = 1001,    B={ 

0101, 1011, 1100, 0101, 1111, 0100, 0011}.     
  k+1    : 

R,0= 0101 1011 1100 0101 1111 0100 0011=1111,  
R,1=0101  1100 1111 0011 = 0101;  
R,2=1011 1100 0100 0011 = 0000; 
R,3= 0101  1111 0100 0011 = 1101. 

, 0= 0101; 1=0000; 2=1001; 3=0101. 
 .1   ,  j=3, f=0.   3=0101= 0, 

   . 3       
 : p3=1  q3=1.  j=2   .4 : 

2 0, 2  0 i f = 0:  2-   q   , 2-  
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 p   , qj = 1, pj = 0, Xq= 2 = 1001 i f=1.  j=1 
  .2 : 1=0,    .2 p1=1  q1=1. 

 ,     : q=6, p=4.  
.7    4-  : X4 = 0 X6 = 

0101 1001=1100    : X4 = XR,4 X4= 
0101 1100 = 1001, X6 = XR,6 X6= 0100 1001 = 1101. 

      ,  
Xp = Xq,  0=0      1, 2,..., k 

 S1,S2,...,Sk.       
 p  q,  q>p      :  

1.   j     k: j = k,  f 
  ,     q  p   

: f=0.  
2.  j = 0,  j-   p  q   , pj = 0, qj = 0. 

  .6. 
3.  j  0,  j = 0,  j-   p  q   , 

pj = 1, qj = 1.   .6. 
4.  j  0, j  0 i f = 0,  j-   q   , j-

  p   , qj = 1, pj = 0, Xq = j ,   
j   d: d = j ,     f=1   .6. 

5.  j  0, j  0 i f = 1, ,  j = d, j-   q   
, j-   p   , qj = 1, pj = 0,  j-   p 

  ,  j-   q   , pj = 1, qj = 0. 
  .6. 

6.      j = j – 1.  j > 0,  
  .2. 

7.   Xp = Xq.   : Xp= 
XR,p Xp; Xq= XR,q Xq. .  

         
  .  ,      

  3-   6-   ( q=6, p=3),   -
      Xp= Xq =1001,   

   B={ 0101,1011,0101,1001,1111, 0100, 0011}.  -
    2 k+1    : 

R,0= 1010, R,1= 1101; R,2=1001; R,3= 0001, SR,1=1111, SR,2= 1010, SR,3= 0. 
, 0= 0; 1=1001; 2=0; 3=1001, 1 = 110; 2 =1010; 3 = 1100.  

 .1   ,  j=3, f=0.   3 = 1100 0, 
3=1001 0 i f=0,    . 4      q 

 : q3=1,       : 
3=1;   d   3 = 1100, f=1.  j=2   
.3 : 2=0, 2  0:  p2=1  q2=1.  j=1   .5 

: 1 = 110  0, 1 = 1001  0 i f = 1,   1 = 110 d=1100, 
   p   ,    q 

  , pj = 1, qj=0.  ,    
 : q=6, p=3.  .7     
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3-  : X3 = X6 = 1001    : X3 = 
XR,3 X3= 0101 1001 = 1100, X6 = XR,6 X6= 0100 1001 = 1101. 

  l     S    -
  k  . ,    k   

    – m,   S – log2 k + log2 m -1. 
 ,   L    : 

. (12)
,        m = 8 

(QAM-256)    n =1024,      
L =208,  26 ,   2.5% ’   .  

  (12) ,    ,   
          

        
 , ,  - .      
,     ,   1-2   

       .  
.       

       ,  
  2- .  

      ,  4 n 
         -

,          
 .  

        -
   ’  ,     

 .  
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METHOD FOR MULTIPLE  ERRORS CORRECTION  

IN SPECTRAL MODULATION DATA TRANSMISSION  CHANNEL  
 

Topicality of the research.  
The current dynamic expansion of the use of mobile telecommunications has as 

a consequence the multiple increase of the intensity of high-frequencies in the 
environment. This correspondingly increases the level of radio interference which 
produces an increase in the errors within the digital information transmission channels. 

This specifies the urgency and the practical importance of the development of 
new methods and means to increase the reliability of the errors control in the 
telecommunications network systems with spectral modulation. 

Problemstatement.  
The urgent task is to develop means to increase the effectiveness of error 

detection in digital information channels with effective spectral modulation, which 
channels are constantly increasing in the telecommunication networks. 

Analys s of recent researches and publ cat ons.  
The basic criteria for effective error control in the computer networks are the 

reliability of error detection in multiple cases and the response time for the 
implementation of the calculations connected with error detection during the data 
transmission. 

In the computer networks the information is most frequently transferred by 
blocks and as a result the CRC (Cyclic Redundancy Code) and CS (Check Sum) 
methods are widely used for error control. 

Uninvestigated parts of general matters defining.  
The essential drawback of the CRC error detection method is its low speed 

implementation of the remainders calculated on a per bit basis. For eliminating this 
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deficiency in recent years a number of tabular methods have been proposed for the 
remainder calculation on per bytes and per words basis. However, the complexity of 
realizing the tabular methods is sufficiently high. 

In particular, they do not ensure guaranteed detection of signal channels of the 
most common after the single errors, which are the dual and triple errors. Furthermore, 
the use of CRC is connected with the problem of effective computational realization of 
the operations of control at the rate of information transmission, since the procedure of 
the calculation of the error syndrome in CRC is done principally in a sequential 
manner. 

The research objective.  
The scope of the present research is the development of the means to increase 

the reliability of the repeated errors detection during transmission of the symbols in the 
digital information channels with the use of effective spectral modulation. For this it is 
necessary to ensure the possibility of the high-speed realization of the calculations, 
which are connected with the data integrity during transmission, with the aim these 
calculations to be implemented in parallel. 

Main body.  
The paper is dedicated to the efficiency improving of double error correction of 

data transmission in channels with spectral modulation by simplifying and accelerating 
the computations associated with error correction. 

The paper presents a theoretically grounded and investigated approach of 
double errors correction in channel with spectral modulation based on positional 
correcting sums that allows to determine the positions of distorted symbols and their 
distortion vectors without enumeration through all the symbols of block. 

Conclusions.  
For data channels with spectral modulation a based on the proposed approach 

method of accelerated errors correction has been developed, which allows to determine 
the positions of distorted symbols and their distortion vectors without enumeration 
through all the symbols of block. 

Key words: multiple data transmission errors, error detecting, error correction, 
coding errors, weighted checksums, cyclic and linear redundancy correcting codes. 
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METHOD FOR PARALLEL MODULAR  
EXPONENTIATION BY USING PRECOMPUTATION 

 

       
. ,       

        
 .    -

 .      
      .  

      
      ,  -

       -
 .  

 : ’  ,  ,  
,  ,    . 

In article the organization of modular exponentiation parallel executing are 
presented. It has been shown that on modular multiplication level the three stream 
parallelism is best suited for parallel modular exponent calculation. The mathematical 
background of the proposed approach is presented. The proposed procedure of parallel 
modular exponent calculation are described in details and illustrated by numerical 
example. Performed comparative analysis of the proposed methods of modular 
exponent calculation has been executed. By the theoretical and experimental ways it is 
proved that the proposed method provides an acceleration of modular exponentiation 
by approximately three times.  

Key words: computer arithmetic, parallel calculation, modular multiplication, 
modular exponentiation, data security protocols. 
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  ,     ,  

         
’  .     

 .     
       , 
  AEmodM,  ,    –   n,   

  .  
      

 n ,        
       ,   

   E,    . 
  ,        E 

      [1]:    
   .  

          
 ++    : 

1. R = 1. 
     2. for ( j=n-1; j>=0; j -- ) 
     { 
 2.1.  R = R R mod M 
 2.2.  if ( ej == 1)  
R = R A mod M 
     }  
3. : R. 

,        
     ,  ,    

    . H   ,    
        [2].  

A ,         
     ++  : 

1. R = 1, Q = 1. 
2. for ( j=0; j <n; j ++ ) 
 { 
2.1.  R  = R R mod M 
2.2.  if ( ej = = 1)   
Q = Q R 
}  
3. : Q. 

    .     
,      : n tsq+0.5 n tm,   tsq -   
    ,  tm –    

  [3] . 
       -

      .   [4] 
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  . ,      
       2- . , 

       
  ,        

  ,   –  .  
     -

 ,         
   .   [5-7],  -

       
   ,      

     . ,  -
 2048-    32-    128 

  ,     [6] .   
  ,       

: ,       ,  
   ,      

   .      -
     , ,    

 .      -
      [8],   

      k .    -
      [3].     ,   

, ,     ,   . 
    ,    ,   -

        . 
        

  [8,9],    -
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       . 
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      -
 .    ,  n-

   E = {e1,e2,…,en} , j {0,1},   sm-  
:  f={e1,e2,…,em},…, fs = {en-m, …, en}, ,  s=n/m. 

      -
 2m- 2      A2 modM, A3 modM, …, AcmodM,   = 2m-2 

      
  .      A2 modM = 

A AmodM.         
 A3 modM = A2 modM    A4 modM = A2 modM A2 modM.    

   : A5 modM= A3 modM A2 modM, A6 

modM = A4 modM A2 modM, A7 modM = A4 modM A3 modM, A8 modM = A4 modM A4 

modM.  ,     m   2m-1 

.     : T[0] = 1, T[1] = 
A, T[2] = A2 mod M, … , T[2m- 1] = Acmod M. 

 , ,      
= m tm  tm –     .  

     -
  s-1 ,        

.  
 j-  , j {1,2,…,s-1},   j-   fj  

   : 
-   T[fj]   2n-j m ;    
-   rj  j-   fj   

     rj+1    fj+1  
: .  (s-1)-   rj+1 = rs= T[fs]. 

      
      . 
   482542 mod 57 = 6,   = 48,  = 2542,  = 57. 

     .  
  = 254210 = 1001111011102, n = 12,  m = 3,  s = n/m = 4. 

     . 
 

 1.  
   

   482542mod 57 = 6 
 

fj Afmod M T[fj] 

2 482 mod 57 = 24 24 

3 483 mod 57 = 12 12 

4 484 mod 57 = 6 6 

5 485 mod 57 = 3 3 

6 486 mod 57 = 30 30 

7 487 mod 57 = 15 15 
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        ,  
     tm = 2 . 

 
 2.  

    482542 mod 57 = 6. 
 

   
1 2 3 

1 32 mod 57 = 9 152 mod 57 = 54 62 mod 57 = 36 
2 92 mod 57 = 24 542 mod 57 = 9 362 mod 57 = 42 
3 242 mod 57 = 6 92 mod 57 = 24 422 mod 57 = 54 
4 30 6 mod 57 = 9 242 mod 57 = 6 542 mod 57 = 9 
5 62 mod 57 = 36 92 mod 57 = 24 
6  362 mod 57 = 42 242 mod 57 = 6 
7 9 42 mod 57 = 36 62 mod 57 = 36 
8 362 mod 57 = 42 
9  422 mod 57 = 54 

10 36 54 mod 57 = 6 11 
 

 ,      -
        

    T1 = (n-m) tq + tm,  tq –   
  .   ,  tq tm/2,    -

       ,  
:  

 
 .     

      -
. ,      -

 ,      -
    – 0,    -

      – : 
 . 

 ,     ,  
   : 

 

, ,      
    ,  3: . 

.    ,    
        

     ,  
        .  

     -
 ,         

 .  
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METHOD FOR PARALLEL MODULAR  

EXPONENTIATION BY USING PRECOMPUTATION 
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Topic relevance. Development new ways of acceleration programmatic 
implementation of modular arithmetics. These can be used in information encryption 
protocols and can affect both local and global computer networks. 

Problem setting. Computation of the modular exponent, which is the spreadest 
operation in communication protocols. This means calculations of AE mod M where А, 
Е and М are n-digit numbers, much greater than CPU bit depht. 

Actual researches and issues analysis. The executed analysis of modular 
exponent calculation procedures showed, that acceleration of execution can be 
achieved by using parallelization on different levels. The majority of works in this 
topic are oriented on the level of CPU operations, which are the components of 
modular squaring and multiplication. 

Uninvestigated parts of general matters defining. Relying on the investigated 
references, the next conclusions can be done. The main source of acceleration 
computation speed of modular exponent is organization parallel processing. But this 
solution cannot be implemented on slow microcontrollers. Thereby existing methods do 
not solve the problem for huge amount of devices, which require communication 
protocols of information encryption. 

Target setting. The investigation endpoint is acceleration modular exponent 
calculation operation, which is critical for communication protocols of information 
encryption.  

The statement of basic materials. The proposed solution is to split n-digit 
exponent code into s m-digit components. Computation of modular exponent is 
proposed to calculate using s-1 CPUs. Each is responsive for calculation of 
corresponding exponent fragment.  

Conclusion. The executed analysis of calculation showed that acceleration can 
be achieved using precalculations. More significant acceleration of modular exponent 
calculation can be achieved with transition to the level of CPU multiplication operations. 

Key words: computer arithmetic, parallel calculation, modular multiplication, 
modular exponentiation, data security protocols. 
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ON THE PARTITION OF THE GRAPH INTO SUBGRAPHS 
 

         
      .   

       (  
),       . 

 : ,  , ,  . 
.: 0. .: 0. .: 3 

In this paper we consider the problem of partitioning a graph into a set of 
subgraphs with the definition of a cut of the graph and border nodes. The criteria for 
assessing the quality of sub-divisions are defined and some restrictions (boundary 
conditions) imposed, which must be taken into account when finding the subdivision. 

Keywords: graph, section of graph, subgraph, partition of graph. 
Fig.: 0. Tabl.: 0. Bibl.: 3 
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 .      
        -

        . 
    .   [1]  

       
(Multi-level spectral graph partitioning method (MSGP).   

   ,    ,  
        . 

,    ,     
  ,        

  . 
  [2]       

 ,      : , 
   .     

Metis   OpenMP     MPI     
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     ,     
 . 
  [3]        

    .  , 
     ,     ,  

 k-    ,    
 ,    ,   -

  .  
    .  -

          
  ,      

 . 
 .     -

 k-     ,    ( ), 
,        . 

       ,  
  ,     ,  -

  . 
   PCWEVG ,,,, ,  

 V      , nV ...,,1 , n -  ;  
VVjiE ,   ; RVW :   ,  

       ( 0iw  
 Vi ); REC :   ,      

   ( 0ijc   Eji ),( ); 0: ,1P E  
 ,         

 (0,1] ( 10 ijp     Eji ),( ).  
        

( , )G V E       ( )  1 2, , ..., rV V V  ( 1r ), 

,  1 2 ... rV V V V  , , , 1,..., ,k lV V k l r k l . 

 ki V ,      lj V , k l  -
  . ,    , 

  .  ( , ) | ,kl k lE i j E i V j V  - -

     kV   lV  (    klE    

),  kV   lV  -  klE     . 

 klE     . 

kG        kV   -
  kkk VjViEjiE ,|, ,   kkk EVG , . 

         
,      klE , -

 1 2, , ..., rV V V  /   1, 2, ..., rG G G :  
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maxmin
lk

klEf , 

maxmin
1

p

k
kVg ; 

maxmin
1

p

k
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ON THE PARTITION OF THE GRAPH INTO SUBGRAPHS 
 

Relevance of research topic. The task of distributing the graph to smaller 
podgraphs was relevant many years ago and today is relevant in connection with the 
constant change in technology associated with the organization of computer networks. 
The task of distributing graphs to pieces in conventional networks is of the same 
nature, and when organizing the same process on the network there are many 
difficulties that need to be addressed. 

The posing of problems. There is a need to break up the wireless computer 
network into routing zones in order to reduce the time of designing traffic and to form 
a multitude of paths for transferring information. 

Analysis of recent research and publications. In recent years, the issue 
associated with the organization of the computer network sdn is of great interest, as it 
gives many opportunities in solving this problem. 

Isolation of unexplored parts of a common problem. In the considered ways 
of partitioning a graph into subgraphs, there are no criteria for estimating the quality of 
subdivisions. 

Formulation of the problem. The task is to partition the sdn network into the 
routing area, so that the minimization of the boundary cut is considered as a goal, and 
the requirement that the cuts have the same size can be considered as a limitation. 

Presentation of the main material. The analysis of the methods of network 
splitting into zones is carried out and the relative criteria and difficulties are revealed. 
It is proposed to establish certain quality criteria for the breakdown of the graph. They 
can be evaluated according to one or more criteria, which are functions of the 
parameters of sub-divisions klE , subsets 1 2, , ..., rV V V  and / or subgraphs 1, 2, ..., rG G G  

Conclusions. The method of splitting the network into routing zones is 
proposed. Proposed and defined criteria for assessing the quality of sub-divisions, also 
imposed some restrictions (boundary conditions), which must be taken into account 
when finding a partition. 

Keywords: graph, section of graph, subgraph, partition of graph. 
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